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1 Introduction

A multitude of research has reported on the global mortality impact of HIV/AIDS with a
considerable portion focused on documenting and analyzing HIV/AIDS related mortality in
southern Africa as a consequence of the tremendous impact the epidemic has had in that re-
gion. Throughout the 1990s and into the 21st century, southern Africa experienced increasing
adult mortality, which researchers have linked to escalating HIV prevalence over this period
(UNAIDS, 2002; Ngom and Clark, 2003; Blacker, 2004; Porter and Zaba, 2004; Hosegood
et al., 2004; Groenewald et al., 2005). In this paper, we utilize a parametric model, the
Heligman-Pollard law of mortality, estimated via a Bayesian Melding with Incremental Mix-
ture Importance Sampling (Poole and Raftery, 2000; Raftery and Bao, 2009), which allows
us to estimate uncertainty around parameter estimates, to assess rapidly changing mortality
schedules for males and females in a rural population of South Africa. Despite having been
used in a variety of other, mostly economically developed contexts, the Heligman-Pollard
model has been under utilized in the analysis of mortality in high HIV-prevalence settings.
The ability of parametric models like the Heligman-Pollard to easily summarize changes in
mortality over time via elegant demographic parameter interpretations, make these methods
especially valuable for researchers concerned with dynamic mortality profiles in the presence
HIV/AIDS. Moreover, after obtaining parameter estimates, we analyze the relationship be-
tween lagged HIV prevalence and those parameter values indicating the level and shape of
mortality as well as employ a novel approach to estimating uncertainty intervals around life
table columns.
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We begin with a brief discussion of the trends and patterns in age-sex-specific HIV/AIDS-
related mortality in sub-Saharan Africa since the beginning of the 1990s followed by an
explanation of the Heligman-Pollard model and interpretation of its parameters. We continue
with a description of the methods, results and discussion of our findings as related to the
age pattern of mortality resulting from HIV.

1.1 Adult mortality in sub-Saharan Africa in the presence
of HIV/AIDS

The impact of HIV/AIDS on mortality in southern Africa cannot be over stated. In sub-
Saharan Africa, the epidemic has advanced to a generalized stage reaching rural communities
and stretching beyond high-risk groups (Poit et al., 2001). Steadily escalating adult mortality
over the past 15 to 20 years as a result of the rapid advancement of the epidemic has managed
to wipe out previous gains in life expectancy garnered prior to the 1980s (Tollman et al.,
1999; Ngom and Clark, 2003; Hosegood et al., 2004).

Our understanding of the role of HIV/AIDS in shaping adult mortality in sub-Saharan
Africa is really a patchwork of information from a variety of data sources at varying levels
of data collection. Indirect evidence on adult mortality gleaned from national and regional
statistics including censuses and sample surveys furnish an understanding of trends in mor-
tality at a national or regional level (Blacker, 2004) while community-based and cohort
studies, which often collect data on the serostatus of study participants, including various
Demographic Surveillance Sites throughout the region afford more direct evidence on the
role of HIV/AIDS by comparing the mortality experience of infected and non-infected in-
dividuals (Zaba et al., 2004, 2007). In the following paragraphs, we will first briefly review
the evidence from national censuses and regional statistics in order to document trends in
adult mortality over the last 20 years. We will then turn to the direct evidence furnished
by community-based studies to understand more nuanced impacts of HIV/AIDS including
survival time since infection and the sex-age-pattern of mortality.

Absent high-quality vital registration systems1, population censuses as well as sample
surveys have become the main source of information for following demographic trends in most
countries in sub-Saharan Africa and via techniques like intercensal survival and orphanhood
methods, these sources point to escalating 45q15 since the early 1990s for many countries in
sub-Saharan Africa (Blacker, 2004). Based on the analysis of sibling histories asked about
in Demographic and Health Surveys, Timæus and Jasseh (2004) report that by the turn of

1Data on mortality in developing regions can often be of meager quality due to poor vital registration
systems (Porter and Zaba, 2004; Ngom and Clark, 2003). In addition, people with HIV/AIDS often die of
some other more immediate cause, which is then recorded as the primary cause of death resulting in some
underreporting of HIV/AIDS-related mortality. These issues extend to South Africa as well (Botha and
Bradshaw, 1985; Tollman et al., 1999).
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the century the probability of death before age sixty for someone surviving to age 15 was in
the range of 30-60 percent up from 10-30 percent in the 1980s.

Although lacking in cause of death data, these data can indirectly inform on the impact of
AIDS on adult mortality by linking high HIV prevalence with increasing mortality. Sibling
histories from DHS data suggest a sharp increase in adult mortality after countries develop a
generalized epidemic (Timæus and Jasseh, 2004). Likewise, UNAIDS (2002) reported that in
countries where adult mortality was either declining or stabilizing prevalence was 5 percent
or less while countries with increasing mortality had prevalence ranges of between 7 and 33
percent. In addition to the link to high HIV prevalence, national level data also suggest a
strong age specific impact of the epidemic. Blacker (2004) notes that an examination of the
age pattern of mortality increase can be quite useful in assessing the impact of HIV on adult
mortality, specifically rapidly rising adult mortality that peaks earlier for women than for
men. Ngom and Clark (2003) report elevated mortality at slightly younger ages for women
than for men while Timæus and Jasseh (2004) note that the excess mortality cited above is
concentrated at ages 25-39 for women and 30-44 for men.

While the strength of censuses and survey data lies in tracking the scale of change in
adult mortality over certain time periods and in some cases linking these trends to HIV
prevalence, community-based studies that collect data on the serostatus of participants make
it possible to compare the mortality experiences of infected and uninfected individuals. These
studies afford a much better understanding of the role of HIV in shaping adult mortality.
First, community studies often furnish direct information on the survival times of infected
individuals and this type of data can be particularly useful for those concerned with the age
pattern of mortality. Depending on the start time of the epidemic and the age profile of
incidence, the time between infection and death can have a large role in increasing mortality
at specific ages. After following cohorts of infected individuals, research suggests survival
times are roughly 9-11 years for individuals infected in their twenties with this interval
shortening as age at infection increases (Porter and Zaba, 2004; Todd et al., 2007).

Direct evidence from community-based studies also gives us the best understanding of
the impact of HIV on the level and age pattern of adult mortality. While background
mortality (i.e. deaths from other causes like communicable diseases such as TB and malaria
as well as variables affecting morbidity like poor nutrition) is higher in the developing world,
contributing to excess mortality, mortality for infected individuals is much higher than for
uninfected individuals and this increased mortality typically follows a sex-age-specific pattern
(Porter and Zaba, 2004; Groenewald et al., 2005; Adjuik et al., 2006; Nyirenda et al., 2007;
Smith et al., 2007; Zaba et al., 2007; Marston et al., 2007).

Owing to the fact that the sex-age specific HIV-related mortality schedule is influenced by
a host of factors including age, sex, health, genetic endowment and environment and that
the mortality schedule is a multifarious assemblage of many individuals disease experiences,
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identification of a single universal HIV-related age pattern of mortality is implausible (Ngom
and Clark, 2003). This implausibility notwithstanding, INDEPTH data uncovered seven
patterns of mortality based on community data from all regions of Africa, two of which
likely illustrate a substantial impact of HIV. These two patterns show significantly elevated
mortality between ages 20 to 55 for males and 20 to 45 for females (INDEPTH, 2002).
Similarly, in a review of serological studies, Porter and Zaba (2004) report that mortality
rate ratios suggest high mortality in the middle age years as a result of high HIV prevalence
while Smith et al. (2007) report the peak of male mortality was older (early 40s) than that
of women (25-34). These sex differentials are largely driven by divergent ages of increased
prevalence. As a consequence of the fact that sexual intercourse patterns are dominated by
younger women with older men, women tend to experience increased prevalence at younger
ages compared to men resulting in overall younger HIV/AIDS related mortality for women
(Ngom and Clark, 2003; Porter and Zaba, 2004).

For South Africa, trends in HIV mortality largely follow those of southern Africa as a
whole. South Africa is experiencing one of the most rapidly progressing HIV epidemics in
the world (Hosegood et al., 2004). Antenatal prevalence amplified over the 1990s (Karim
and Karim, 1999; Department of Health, Republic of South Africa, 2003) and while there
was virtually no HIV mortality at the beginning of the 1990s, by 2000 research suggested
significant HIV-related mortality (Ngom and Clark, 2003; Dorrington et al., 2002). Hosegood
et al. (2004) reported that AIDS was the largest single cause of death in these rising mortality
rates in South Africa. Similar to the sex-specific trends reported above for all of sub-Saharan
Africa, women experience younger prevalence than men and the risk of dying from AIDS
peaks earlier for women (25-39) than for men (30-44) in South Africa (Tollman et al., 1999;
Hosegood et al., 2004; Groenewald et al., 2005). These increases in mortality for South
Africa mirror the reversals in life expectancy found in other parts of southern Africa.

The age pattern of adult mortality is, of course, not stagnant and can be altered during
the progression of the epidemic. Since this paper is concerned with assessing changes in
age-specific mortality in the presence of HIV via a parametric time series approach, these
trends are of significance to this analysis. As the epidemic matures and more people be-
come infected, the age dependence of HIV mortality usually broadens (i.e. becomes less
concentrated around a specific age) and becomes slightly older (Ngom and Clark, 2003).

In sub-Saharan Africa, HIV infection may be a growing source of childhood mortality
as well. Similar to adult mortality in countries with generalized epidemics, data on child
mortality is somewhat limited due to unreliable vital registration systems and meager cause of
death information. An understanding of the impact of HIV on child mortality is restricted to
data from small hospital-based studies or to population-based data that have been adjusted
according to certain assumptions to arrive at estimated rates of child mortality caused by
HIV/AIDS (Zaba et al., 2004). Although the effect of HIV on under-five mortality varies
broadly by region, the impact appears to be substantial in southern Africa, where in the
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worst affected countries, HIV may be causing up to half of all child deaths (Newell et al.,
2004). Some 90 percent of pediatric infections occur in sub-Saharan Africa and because many
HIV-infected children die before their fifth birthday, childhood mortality overall is intensified
by HIV (Dabis and Ekpini, 2002; Foster and Williamson, 2000; De Cock et al., 2000) as cited
in (Newell et al., 2004)). Given the high degree of vertical transmission - transmission from
mother to child - we might also expect that increased seroprevalence in adult women may
increase childhood mortality. The HIV/AIDS epidemic may also indirectly impact childhood
mortality via maternal HIV status since children of HIV infected mothers are more likely to
die than those of non-infected mothers (Newell et al., 2004; Zaba et al., 2004).

1.2 The Heligman-Pollard law of mortality

We use the Heligman-Pollard law of mortality to assess mortality at all ages over a 14-year
period. The Heligman-Pollard law (Heligman and Pollard, 1980), presented in equation 1, is
one of many so-called laws of mortality. A law of mortality is simply a mathematical equation
that produces age-specific mortality schedules usually as a function of age (Hartmann, 1987).
Unlike many other mortality laws, like that put forth early on by Gompertz (1825), which
describes the steep increase in mortality at older ages, the Heligman-Pollard is a three-part
model that covers the entire age range for all x > 0.2

f(x) = A(x+B)C

+D × e−E(ln(x)−ln(F ))2 +
GHx

1 +GHx
(1)

Parametric methods, like the Heligman-Pollard, have several advantages for describing
mortality, including smoothness, interpolation, analytic manipulation, parsimony, compar-
ison and trends (Dellaportas, 2001; Debón et al., 2005). These last two advantages, along
with the ability of parametric methods to easily and succinctly summarize large amounts of
data over many years, are especially valuable to the research at hand. The representation
of mortality trends via parametric methods facilitates a time-series approach where by the
shape and intensity of age-specific mortality curves can be elegantly summarized and com-
pared over time (Debón et al., 2005; Congdon, 1993; Rogers and Gard, 1991; Hartmann,
1987).

Researchers have used the Heligman-Pollard model to document changes in mortality in
a variety of contexts (Heligman and Pollard, 1980; Dellaportas, 2001; Debón et al., 2005;
Congdon, 1993; Forfar and Smith, 1987; Hartmann, 1987; Roger, 1987) cited in (Dellapor-
tas, 2001)). For instance, Heligman and Pollard’s original paper (1980) tracks Australian
mortality over the 20th century while Rogers and Gard (1991) document declining infant
and young adult mortality over the 20th century in the U.S. Thus far, the time series ap-
proach using the Heligman-Pollard law has largely been under utilized in assessing mortality

2For age 0 one can use a very small number like 0.00001(the approach we use in this paper) or the formula
described in Rogers and Gard (1991), pg. 80.
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changes in less developed nations and has not been used to assess mortality in a high HIV
prevalence setting probably because the model was not developed under these circumstances.
Fortunately, we believe the model is flexible enough to capture the rise in adult mortality
associated with HIV as it was intended originally to capture the“accident hump” hump as-
sociated with young adulthood in developed settings. The ability of the Heligman-Pollard to
capture mortality at all ages and to characterize the level and shape of adult mortality make
it well suited for the assessment of the increasing intensity of adult mortality over the 1990s
in sub-Saharan Africa. In addition, because the model parameters have straight forward
demographic interpretations (i.e. describing not only the level but the shape and location of
adult mortality) we can easily link the parameter changes to lagged HIV prevalence fostering
a better understanding of the impact of HIV in shaping adult mortality.

The eight parameters of the model control three age ranges of mortality - childhood mor-
tality, young adult mortality and late life mortality - and have some convenient demographic
interpretations (Heligman and Pollard, 1980; McNown and Rogers, 1989; Rogers and Gard,
1991). Figure 1 plots the resulting line from adding all three components together while also
plotting the individual parts so as to give the reader an intuitive idea of the influence of each
part of the model.3

Table one summarizes the parameter interpretations. The first three parameters describe
early childhood mortality. Parameter A roughly approximates mortality at age one and
can be taken as a measure of the intensity or level of childhood mortality (McNown and
Rogers, 1989; Rogers and Gard, 1991; Hartmann, 1987). The second parameter is the age
displacement variable (Rogers and Gard, 1991) and indicates the difference between mortality
at age one and mortality at age 0. As the value of B increases, 1q0 decreases below 0.5 and
begins to approach 1q1 (Rogers and Gard, 1991). Finally, C indicates how quickly mortality
decreases during childhood and into the young adult years. Declines in A are consistent with
decreasing child mortality (Hartmann, 1987). Parameters A, B and C all have domain (0,
1). Because of the potential direct impact of pediatric AIDS deaths and the indirect impact
of adult AIDS mortality on childhood mortality, we expect the level of child mortality to
increase from period to period. In other words, we should see increases in A for both sexes
as time goes on and the epidemic grows.

The second part of the model was initially composed to model the accident hump in males
and, to a somewhat lesser extent, maternal mortality in females (Heligman and Pollard,
1980; Hartmann, 1987; McNown and Rogers, 1989; Rogers and Gard, 1991). This hump
would typically have a peak in the twenties but it may be higher in the case of HIV-driven
mortality in sub-Saharan Africa. Parameter D is related to the level or intensity of young

3Figures 1 and 2 are plotted using the following set of parameters, which can represent the nearly 100
probabilities of Brass’ standard (McNown and Rogers, 1989). A= 0.06008, B= 0.31087, C= 0.34431, D=
0.00698, E= 1.98569, F= 26.7107, G= 0.00022, H= 1.08800
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Figure 1: Decomposition of the Heligman-Pollard Model

adult mortality, E describes and is inversely related to the spread of the hump and F locates
the position (Heligman and Pollard, 1980; McNown and Rogers, 1989; Rogers and Gard,
1991). Parameters D and E take domains (0, 1) and (0,∞) respectively while the domain of
F is less clear. This paper uses (15, 55) since we do not expect a large contribution of HIV
deaths in ages older than 55. In light of the patterns and trends in HIV-related mortality,
we expect increasing intensity of adult mortality for both sexes (increases in D). As the
epidemic matures, we also expect a broadening of the adult mortality hump (decreasing E)
and an increase in the location parameter, which should remain higher for males to reflect
their older mortality.

It should be noted that if D is sufficiently low the other two parameters in this part of the
curve do not influence the line very much. The eight panels of figure 2 illustrate the effect
of each of the parameters individually. Each panel plots the resulting mortality schedule
while changing the value of only a single parameter and holding all else constant. After
an inspection of the equation and the panel for parameter D, one can see that the middle
component of the Heligman-Pollard is composed of the product of D and the effects of E
and F, so a small D essentially negates the effect of the spread and location parameters.
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Figure 2: Resulting lines after changing the value of a single parameter while holding all
others constant. For the plots of parameter E and F, D is set to .04 to give sufficient intensity
to the hump.
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Table 1: Heligman-Pollard Parameters

Parameter Description

A Intensity of Childhood Mortality (≈ 1q1)
B Measures the Difference between age 1 and 0 mortality probabilities
C Captures decline in mortality during childhood
D Intensity of young adult mortality
E Varies inversely with the spread of young adult mortality hump
F Location of the young adult mortality hump
G Late life mortality (intercept of Gompertz curve at x = 0)
H Late life mortality (slope of of Gompertz curve)

The last two parameters control the late life mortality section of the curve and describe the
steep increase in mortality at these ages. Parameter G measures the base level of mortality
at these ages (x=0) and H defines the rate of increase (Rogers and Gard, 1991). Parameters
G and H are the intercept and slope of the Gompertz curve respectively and take domains
(0, 1) and (0, ∞) respectively.

As demonstrated with the discussion above concerning the effects of the middle three
parameters, each of the eight parameters should be interpreted in the presence of the others
(Rogers and Gard, 1991). For instance, G and H influence the line as a result of their
product as well as D with E and F; thus, their effects may be either diminished or intensified
depending on the value of some other parameter.

2 Methods and Data

2.1 Data

We use two types of data in this analysis - mortality and prevalence data. We obtained
mortality data from the Agincourt field site located in Mpumalanga province, South Africa,
a rural area with HIV prevalence currently hovering around 30 percent. Using age-specific
(ages 0-100) death counts and person years for the period 1994-2007, we computed the age
specific probabilities of death (nqx). In order to obtain the appropriate denominator values,
we optimize the appropriate number of persons at risk of death in each age group (nlx) based
on the person years and deaths from that age range.4 We report the observed person years
and deaths counts in appendix A.

Because the individual year data is rather noisy in terms of the nqx values, especially
at older ages, and because sample sizes are somewhat small for individual years after the

4We use the “solver” function in Excel as the optimizer for obtaining the persons at risk with the target
cell being l0.
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optimization (l0(94-07) ≈ 400-550 persons/year), we grouped years based on similarity in
their individual nqx curves. Years are grouped as follows: 1994-1997 (l0male

= 1, 917, l0female
=

1, 873), 1998-2001 (l0male
= 2, 100, l0female

= 2, 049), 2002-2004 (l0male
= 1, 896, l0female

=
1, 822) and 2005-2007 (l0male

= 1, 974, l0female
= 1, 893). Figure 3 presents the post-grouping

mortality schedules for males and females.
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Figure 3: Age pattern of the probability of death, Agincourt 1994-2007

2.2 Methods

In the first part of this analysis, we obtain parameter estimates for the Heligman-Pollard
model via Bayesian Melding with Incremental Mixture Importance Sampling with optimiza-
tion (Poole and Raftery, 2000; Raftery and Bao, 2009). Not only does this approach address
some estimation problems with the model (more on this below) but this procedure also allows
us to estimate uncertainty around all parameter estimates and output (i.e. the model output,
all age nqx). The Heligman-Pollard model is usually estimated via least squares methods
but over-parameterization - a wide range of parameter estimates producing a similar fit -
has been revealed to be an issue using this technique (Bebbington et al., 2007; Dellaportas,
2001; Congdon, 1993). Dellaportas (2001) used a Bayesian approach and reported that the
over-paramterization issue is usually resolved via the use of informative priors (Congdon,
1993). One way to assess the over-parameterization problem is to examine the correlation
between parameters. For the most part we do not see very high correlation among any pair
of parameters save for G and H. The high correlation between G and H is to be expected
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since they influence the line via their product. Another common estimation problem with the
Heligman-Pollard occurs when the hump is flat. In this case, the hump parameters may take
on values beyond a plausible range (Rogers and Gard, 1991; Hartmann, 1987; Heligman and
Pollard, 1980). Parameter D may, for instance, be higher than expected, while the location
parameter often places the hump in the high 90s or beyond age 100 essentially creating a
flat curve through the adult years. Fixing one or more parameters and estimating the others
tends to resolve this problem (Congdon, 1993; Rogers and Gard, 1991; Hartmann, 1987).
Similarly, we restrict the range on parameter F to between 15 and 55, which keeps the hump
parameters in plausible ranges.

2.2.1 Bayesian Melding

Bayesian Melding is an appropriate technique when a deterministic model is used in the
likelihood (Raftery et al., 1995; Poole and Raftery, 2000) - the Heligman-Pollard in this case.
The Heligman-Pollard model, denoted by M , transforms the set of eight parameter inputs,
denoted θ, into age-specific probabilities of death, denoted φ, so that φ = M(θ). Information
on prior beliefs about the parameters can be incorporated in the form of probability densities,
p(θ), where θ is a prior distribution for the parameter to be estimated. Observed data, y,
are incorporated by way of specifying a likelihood. We calculate the likelihood for the model
outputs (nqx values) from the binomial likelihood presented in equation 2.

L(p|x,n) =

(
n

x

)
px(1− p)n−x (2)

The bayesian approach combines information from the prior density for the model inputs
and the likelihood for the outputs and data to produce a posterior distribution of the inputs.
The estimation of the posterior distribution is presented in equation 3 where the posterior
parameter distribution is proportional to the likelihood times the prior.

p(θ|y) ∝ L(y|M(θ))p(θ) (3)

We approximate the posterior distribution using the Incremental Mixture Importance
Sampling algorithm (Steele et al., 2006; Raftery and Bao, 2009). The algorithm builds on
the SIR algorithm, which draws a large number of samples from the prior distribution of
the model parameters, weights each sample by its likelihood and then resamples them with
replacement and with the computed weights (Rubin, 1988). Occasionally the SIR algorithm
does not perform well and few distinct values are present in the resample because a small
number of large importance weights dominate the resample step. With IMIS, after calcu-
lating the likelihoods and weights as in the SIR algorithm, at each iteration a multivariate
normal distribution centered at the highest importance weight is added to the current im-
portance sampling distribution, thus forming a mixture and successfully representing parts
of the parameter space that would be missed. If the initial sample from the prior misses a
high probability region, IMIS may also not be able to cover that region. To address this
problem, Raftery and Bao (2009) suggest inserting an optimization step after the initial
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stage (i.e. drawing the samples from the prior distribution and calculating their weights)
yielding a mixture of d multivariate normal distributions centered around a local maximum
of the target distributions. New inputs drawn from the multivariate normal distributions
from the optimization step are combined with the initial inputs and new likelihoods and
weights are calculated. In the final resampling stage, IMIS resamples x number of inputs
with replacement from the mixture distribution with the calculated weights forming the
posterior parameter distribution.

In this analysis we sample 400 sets of parameter values in the final resample (the result is
a 400 X 8 matrix with each row corresponding to one draw of the final resample), which can
then be used to calculate 400 separate nqx lines for the entire age range. Figure 4 plots the
posterior output distribution for the first period for males (a flat hump) and the last period
for males (a more intense and concentrated hump). The gray cloud of lines is made up of
the 400 separate lines resulting from the posterior distribution of parameters. The posterior
distribution should be proportional to the likelihood multiplied by the density of the prior.
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Figure 4: Plotted posterior output distributions from a flat hump (Males 94-97) and an
intense hump (Males 05-07)

The prior distributions on the input parameters are defined as follows:

prior



A ∼ Uniform[0, 0.25]

B ∼ Uniform[0, 1]

C ∼ Uniform[0, 1]

D ∼ Uniform[0, 0.25]

E ∼ Uniform[0, 20]

F ∼ Uniform[15, 55]

G ∼ Uniform[0, 0.01]

H ∼ Uniform[1, 1.5]

(4)

2.3 Relationship between parameters and HIV prevalence

Because of the previously reviewed relationship between increased adult mortality and
increased HIV-prevalence, in the second part of this analysis, we examine the relationship
between the time series of parameter estimates, especially those related to the intensity
and shape of the mortality hump, and HIV prevalence in the Mpumalanga province. Once
we obtain the posterior distribution, we plot the median value for each of the parameter
distributions by the mean HIV prevalence in the province with a five-year lag. We expect
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that increased HIV prevalence will be positively related to both child and adult mortality
intensity and positively related to the location parameter. Table 2 presents the mean HIV
prevalence levels for five-year lagged periods of interest.5

Table 2: HIV Prevalence: Mpumalanga

Five-year lag period HIV Prevalence
1990-1992 1.27
1993-1996 11.64
1997-1999 26.63
2000-2002 29.17

2.4 Calculating uncertainty around life table columns

An additional advantage of the Bayesian approach used here is the ability to estimate
uncertainty bounds around both the model parameters and output. The posterior nqx distri-
bution means we have 400 individual schedules from which we can calculate 400 individual
life tables for each sex-period specific posterior parameter distribution. This advantage af-
fords a novel approach to life table column uncertainty estimation. In those situation where
sample level data is used to construct a life table, the estimation of uncertainty around life
table quantities, a problem which is not well addressed in the literature on life table con-
struction (Lynch and Brown, 2005), is an important step in understanding the process of
interest.

In light of past research which has sought to link declining life expectancy with increasing
HIV prevalence and HIV related mortality, we calculate the posterior ex output distribution
from the 400 posterior life tables for each sex-specific period to assess whether there have
been significant declines in life expectancy at birth and age 10 over the period of study here.
Similar to the time series of parameter estimates, by calculating the posterior ex schedule
distribution at each period, we can assess the impact of increasing HIV prevalence on life
expectancy.

3 Results

Table 3 presents the median parameter estimates for each sex-specific period.6 We will
first review trends in child mortality followed by an interpretation of the hump parameters.

5source: Department of Health, Republic of South Africa 1995; 1996; 1997; 1998; 2003; 2006
6A caution should be noted before reviewing the contents of table 3. We present the 95% CI intervals

for each of the individual parameter distributions but each draw of the final resample to create the posterior
distribution estimates the eight parameters simultaneously and evaluates their likelihood as a group. Thus,
a high or low value of one parameter may be compensating for an extreme value of another parameter in
order to better fit the observed mortality pattern.
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Table 3: BM Median Results (95% CI in parentheses)

94-97 98-01 02-04 05-07

Males
A 0.0106 0.0297 0.0460 0.0262

( 0.0059 - 0.0148 ) ( 0.0228 - 0.0365 ) ( 0.0390 - 0.0529 ) ( 0.0194 - 0.0321 )
B 0.7829 0.9724 0.9652 0.7754

( 0.6673 - 0.8979 ) ( 0.9248 - 0.9980 ) ( 0.8928 - 0.9981 ) ( 0.6930 - 0.8609 )
C 0.0855 0.1791 0.3526 0.2083

( 0.0320 - 0.1501 ) ( 0.1149 - 0.2336 ) ( 0.2801 - 0.4191 ) ( 0.1573 - 0.2589 )
D 0.0243 0.0388 0.0726 0.1199

( 0.0160 - 0.0327 ) ( 0.0324 - 0.0445 ) ( 0.0618 - 0.0836 ) ( 0.1062 - 0.1338 )
E 5.2779 4.5021 3.1653 3.7761

( 3.4764 - 7.1116 ) ( 3.0783 - 5.6768 ) ( 1.5618 - 4.6151 ) ( 2.9309 - 4.6871 )
F 45.2412 38.5225 39.5636 42.2610

( 41.4002 - 49.0394 ) ( 36.3215 - 40.5921 ) ( 35.6854 - 43.7599 ) ( 39.0647 - 44.7113 )
G 0.0010 0.0006 0.0021 0.0009

( 0.0003 - 0.0017 ) ( 0.0003 - 0.0009 ) ( 0.0010 - 0.0034 ) ( 0.0004 - 0.0015 )
H 1.0798 1.0877 1.0717 1.0827

( 1.0725 - 1.0872 ) ( 1.0822 - 1.0939 ) ( 1.0630 - 1.0805 ) ( 1.0772 - 1.0887 )
Females

A 0.0148 0.0275 0.0422 0.0356
( 0.0118 - 0.0181 ) ( 0.0227 - 0.0334 ) ( 0.0382 - 0.0473 ) ( 0.0305 - 0.0417 )

B 0.7852 0.9305 0.9792 0.8563
( 0.7047 - 0.8732 ) ( 0.8589 - 0.9942 ) ( 0.9520 - 0.9985 ) ( 0.8085 - 0.9027 )

C 0.1048 0.2120 0.2245 0.2373
( 0.0697 - 0.1409 ) ( 0.1621 - 0.2568 ) ( 0.2065 - 0.2447 ) ( 0.2064 - 0.2669 )

D 0.0126 0.0303 0.0688 0.0867
( 0.0083 - 0.0167 ) ( 0.0266 - 0.0348 ) ( 0.0642 - 0.0733 ) ( 0.0808 - 0.0930 )

E 14.5269 2.6527 2.5174 2.5266
( 13.0611 - 15.8447 ) ( 1.9731 - 3.3408 ) ( 2.1914 - 2.8271 ) ( 2.0314 - 3.1009 )

F 31.1959 36.5381 38.1891 40.6617
( 28.1650 - 34.0361 ) ( 34.0823 - 39.2770 ) ( 37.0759 - 39.2378 ) ( 38.9361 - 42.2265 )

G 0.0003 0.0003 0.0001 0.0001
( 0.0002 - 0.0004 ) ( 0.0002 - 0.0004 ) ( 0.0000 - 0.0001 ) ( 0.0000 - 0.0002 )

H 1.0958 1.0900 1.1110 1.1092
( 1.0904 - 1.1019 ) ( 1.0824 - 1.0972 ) ( 1.1049 - 1.1170 ) ( 1.0976 - 1.1174 )
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Childhood Mortality Recall that we expected childhood mortality to experience increas-
ing intensity over this period. In other words, we expect that parameter A, which roughly
approximates 1q1 and is an indicator of the level of childhood mortality, will increase from
period to period. Figure 5 plots the value of parameters A, D, E and F over this period for
both sexes. The upper left panel of figure 6, which plots the time series of parameter A,
bears this expectation out except for the final period. The estimates of parameter A sug-
gest increasing childhood mortality levels for both males and female through the 2002-2004
period until a we see a decrease from the third to the final period for both sexes.

Although, there appears to be a male mortality advantage during the first period, the
model seems to underestimate the level of mortality during these years. The first component
of model expects the usual rapid decline in child mortality traditionally observed at these
age ranges but male infant mortality remains relatively flat over the first year of life in the
first period for males - a feature the model has a difficult time fitting well.

Adult Mortality Trends in the level or intensity of adult mortality largely follow those of
childhood mortality but each consecutive period consistently outpaces the previous period
for both sexes. The upper right panel of figure 5 plots parameter D for males and females over
this period. Parameter D increases consistently from each period to the next and between
both the second and third and third and fourth periods for both sexes the uncertainty
intervals do not overlap. Figure 6 plots the median and 95% CI from the posterior nqx
distribution for each period. The significant increase in adult mortality over this period is
apparent from the non-overlapping intervals depicted in figure 6. Similar effects can be seen
by examining the hump component independently of the rest of the model, plotted in figure
7. From each period to the next, the adult mortality hump grows in intensity for both males
and females.

Figure 8 plots just the hump component again but within sex for each period. Similar to
figure7, the plot demonstrates growing intensity from period to period for both sexes and that
by the final period, male intensity significantly outpaces female intensity (i.e. the peak of the
male adult mortality hump is much higher than the peak for females). The upper right panel
of figure5 suggests that adult mortality increased at a similar pace for both men and women
until the final period when male mortality begins to intensify more quickly. For females,
the largest increase occurs between the second and third periods. Figure 8 also confirms the
typically ”older” adult mortality for males associated with HIV related mortality with the
male humps usually peaking at slightly older ages regardless of the intensity or spread of the
hump.

Along with increasing intensity, increasing values of parameter F, plotted in the lower right
panel of figure 5, suggest an aging mortality hump for both sexes. Recall that females tend to
contract the disease at younger ages compared to men and thus experience elevated mortality
at younger ages. The location parameter accurately reflects this previously observed pattern
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Figure 6: Median fitted curves with 95% CI plotted. Observed nqx values are presented as
lightly colored dots.

with the male median estimate of F consistently outpacing the female estimate, although,
except for the first period, the male and female credible intervals overlap at each period.
Females experience growing mortality from the early to the late 30s (probably reflecting the
incidence profile for females with the roughly 9-11 years of survival after infection) while the
male hump matures from the late 30s to the mid 40s after an initial decline between the
first and second periods. The unusually high location parameter value in the first period for
males probably results from a small increase in mortality around the late 40’s to early 50s.
Because this is the first period, it is unlikely that this small hump is resulting from HIV
related deaths. Rather, HIV probably begins to impact the mortality schedule between the
first and second period for males at which point the location and intensity parameters begin
to pick up increasing male mortality in the late 30s consistent with previously observed HIV
mortality patterns. Additionally, the location parameter is this case probably does not have
a large impact given that the intensity is rather small. The change in the hump for males
is best represented in figure 7 where one can see that between the first and second periods,
the male hump increases slightly in intensity and shifts back to the expected age range.

Trends in the spread of the hump suggest a slight broadening of the mortality hump for
both sexes although adult mortality remains similarly spread beyond the second period. The
exceptionally high value for parameter E for the female first period is picking up a slight but
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Figure 7: Hump Component for all periods and both sexes

concentrated bit of mortality in the late 20s to early 30s perhaps resulting from maternal
mortality. Although the credible intervals overlap for all periods, after the initial period,
females experience slightly broadening mortality. Similarly for males, after an initial decline
in the parameter values, suggesting a broadening or adult mortality, the parameter values
remain low. Figure 8 demonstrates the effect of the declining parameter value for both sexes.
Comparing the latter period humps with those from the first two periods, one can see that
not only does the hump become taller reflecting the increases in parameter D but the hump
also broadens as the right half of the hump (ages 35+) becomes more horizontal. These
changes reflect the spreading of increased adult mortality into the older middle adult year
(35-45). Because survival time from infection to death is about 10 years and the epidemic in
South Africa began later and at younger ages, the elevated mortality at older ages broadening
the hump may reflect a broadening age profile of incidence and older ages at death. Likewise,
because females tend to contract the virus earlier and die earlier we should see less of an
increase in mortality at these older ages.

Using the mean prevalence from a period of equal length and five years prior to those under
study here, we can assess the relationship between HIV prevalence rates and the Heligman
Pollard parameters. Figure 9 plots the median parameter values for A, D, E and F along
with the corresponding 5-year lagged HIV prevalence with the grey dashed line representing
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a fitted OLS regression line. For all periods and both sexes, the intensity parameters, A
and D increase with increasing HIV prevalence except for A during the final period for both
sexes. As HIV prevalence increased the level of adult mortality increased consistently over
these four periods for both sexes. The largest increase in intensity occurs between the second
and third periods for females following the largest increase in prevalence while the largest
male increase in intensity occurs between the third and final period. The later increase for
males may result from longer survival periods from time of infection. Although small for
both sexes, these results do suggest more widely spread mortality over the adult years as
HIV prevalence increases. Save for the first period for males in which the hump is located
late in the adult years due to increasing mortality around the late 40s, these results also
indicate a trend of aging mortality for both males and females as HIV prevalence increases.

Life Expectancy Finally, we turn to changes in the life expectancy schedule. Table 4
reports life expectancy at birth and age 10 for the four period under investigation here
for both sexes while figure 10 plots the median life expectancy schedule and 95% CI from
the posterior ex schedule distribution. These results indicate a precipitous decline in life
expectancy over the entire period with the largest decreases occurring between the second
and third periods for both sexes. Life expectancy at birth declines significantly by about four
years for both men and women between the first and second periods while life expectancy
at birth drops by roughly a decade from the late 1990s to the early 2000s.

Table 4: Life Expectancy at birth and age 10 for Agincourt 1994-2007 (95% CI in parenthe-
ses)

Female e0 Female e10 Male e0 Male e10

1994-1997 73.44 66.00 67.26 59.12
(72.44-74.66) (65.01-67.16) (65.55-72.18) (57.58-64.06)

1998-2001 69.72 63.40 63.06 56.81
(68.27-71.73) (62.01-65.47) (61.63-65.27) (55.28-59.36)

2002-2004 59.72 54.42 53.50 47.89
(58.63-61.43) (53.41-56.11) (51.99-55.07) (46.51-49.56)

2005-2007 59.52 53.33 52.16 45.14
(56.57-64.49) (50.72-58.78) (51.02-54.52) (44.08-47.45)

Life expectancy at age 10 paints a similar picture. Although both sexes do experience
decreases in e10 between the first and second periods, the uncertainty intervals overlap. The
same is not true between the second and third periods where both sexes see significant
declines. Again, the number of years a person can expect to live beyond age 10 plummets by
nearly a decade between these two periods. In the 1998-2001 period, a female who survived
to age 10 could expect to live close to 64 additional year while a male who survived to age
10 during that same period could expect an additional 57 years of life. Compare that to the
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54 years for females and 47 years for males just four years later. Given the mean survival
period from time of infection of 9-11 years, it is precisely at the turn of century we should
begin to see the effects of escalating prevalence over the 1990s as reported in table 2.

Summary and Discussion

As the HIV epidemic matures, parametric methods can elegantly summarize changes in the
mortality schedule over time. In this paper we have used one such method, the Heligman-
Pollard law of mortality. Many of the changes in the Heligman Pollard parameters over
this short period reflect an expanding and maturing HIV epidemic. Both the increasing
childhood and adult mortality are consistent with the findings on age-specific HIV-related
mortality. Although the increasing childhood mortality cannot be definitively attributed to
direct pediatric AIDS deaths or to the indirect effect of adult AIDS mortality and prevalence
on childhood survival, in light of the current research, certainly there is a sizable contribution
of HIV to childhood survival.
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Figure 10: Posterior median ex schedule with 95% CI. Observed data are represented as
lightly colored dots.

Likewise, other features of a growing HIV epidemic are reflected in the hump parame-
ters. The location parameter progresses to become slightly older for each group as some
individuals live longer, while the older HIV-related mortality of men is quickly summarized
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in the consistently higher location parameter. Likewise, as HIV prevalence increases and
the age profile of incidence widens, the spread of adult mortality increases becoming less
concentrated around a single age.

The advantages of modeling mortality with this type of model are numerous. We can
not only parsimoniously describe mortality at all ages throughout the maturation of the
epidemic, we can also link quantified descriptions of the level and shape of mortality to HIV
prevalence. This approach certainly serves to elucidate our understanding of the impact
of HIV/AIDS on both adult and child mortality. Likewise, because the model is flexible
enough to model HIV-related mortality in the adult years it has other uses in the analysis of
mortality in high HIV prevalence settings including smoothing empirical mortality schedules
for use in constructing a model life table system for Africa as well making probabilistic
mortality projections if the parameters are estimated in such a fashion.

Finally, the estimation procedure used here, Bayesian Melding with IMIS, results in a
posterior parameter distribution which can be transformed via the model to a posterior
distribution of nqx schedules which can themselves be used to calculate posterior life tables.
Because we have a distribution of life tables, calculating confidence intervals around life
table columns is straight forward. Results from performing such a calculation here suggest
a large impact of increasing HIV prevalence in declining life expectancy over this period.
The posterior distributions of life expectancy at birth and age 10 suggest a significant role
of HIV related mortality in the late 1990s and early 2000s for this population.
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Appendix A - Observed Person Years and Deaths, Females

1994-1997 1998-2001 2002-2004 2005-2007
PY Deaths PY Deaths PY Deaths PY Deaths

3771.5 59 3581.8 83 2382.8 91 2567.8 114
16100.3 60 14373.1 82 10216.0 75 9555.2 60
20370.5 17 19605.3 12 13282.0 13 12666.4 11
17551.3 9 18797.4 12 14319.4 17 13365.6 18
14853.5 21 15989.0 17 12842.0 27 13536.5 17
13002.8 17 13739.6 50 10774.3 62 11542.8 67
10749.3 18 11466.2 51 9056.7 101 9354.3 113
9163.4 27 9439.5 56 7358.1 103 7436.0 129
7026.6 25 8027.5 61 6220.5 86 6172.2 107
5831.2 23 6200.4 54 4953.4 73 5418.5 79
3973.7 14 5034.3 34 4130.0 56 4153.5 78
3248.9 21 3496.2 33 3174.8 57 3526.6 76
3140.5 15 3114.2 26 2298.6 35 2577.5 47
3042.2 38 2860.8 44 2139.9 41 2039.0 43
2834.0 60 2930.6 48 1903.7 47 1894.7 41
1742.7 53 2260.2 73 2091.9 46 1725.9 53
1200.9 55 1389.5 56 1091.5 33 1682.0 63
441.0 37 720.9 37 731.4 51 710.4 37
209.1 28 258.2 16 225.7 22 447.0 38
99.1 6 99.0 9 109.8 14 110.9 7
37.3 8 40.1 9 35.0 6 55.6 5
46.0 9 21.4 4 9.2 2 14.9 1
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Appendix A - Observed Person Years and Deaths, Males

1994-1997 1998-2001 2002-2004 2005-2007
PY Deaths PY Deaths PY Deaths PY Deaths

3795.5 55 3485.6 103 2332.6 104 2587.7 91
16183.6 66 14306.2 91 10041.9 86 9321.9 58
20452.0 12 19640.2 12 13139.5 15 12326.2 21
17469.8 15 18880.2 17 14463.3 15 13113.1 13
15055.9 18 16318.0 13 12885.9 23 13803.1 18
11798.2 22 13571.6 36 11080.0 53 11514.0 37
9543.1 37 10626.8 41 8730.0 82 9418.5 100
7803.9 34 8508.8 65 6696.8 107 7005.0 131
5863.0 44 6727.7 63 5439.4 104 5505.2 142
4833.8 37 5074.3 56 4082.4 81 4488.1 127
3810.7 48 4317.5 67 3233.4 73 3244.9 92
2698.6 41 3138.9 41 2762.8 65 2759.4 91
2461.2 49 2414.3 38 1823.0 58 2102.4 78
1617.2 38 2090.5 38 1637.4 71 1389.4 65
1529.5 47 1410.4 45 1101.4 43 1350.3 65
1190.9 54 1202.1 57 898.0 39 722.2 39
848.9 58 888.6 66 556.7 55 674.8 40
328.6 25 503.9 39 455.1 35 356.1 44
126.1 12 194.3 25 175.9 23 265.2 31
45.5 7 51.6 4 60.0 10 69.9 9
13.5 2 16.8 4 12.4 3 22.2 8
32.7 2 11.0 1 0.1 0 3.0 0
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