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Panel Conditioning in Longitudinal Social Science Surveys 

 

ABSTRACT 

 

Does participating in one wave of a longitudinal survey affect respondents’ reports of their social and 

economic well-being in follow-up survey waves?  If survey participation does alter respondents’ 

subsequent answers to questions about their social and economic well-being, then this calls into 

question the validity of information derived from any number of widely used data resources.  In this 

paper, we estimate the magnitude of what methodologists have called panel conditioning or “time-in-

survey” effects.  Previous efforts to estimate the magnitude of panel conditioning effects have utilized 

methodologically weak designs and have focused on consequences for a limited range of measures.  

We use a stronger research design and use large-scale survey data on a wide range of measures of 

individuals’ social and economic well-being to test a series of theoretically derived propositions about 

the circumstances under which panel conditioning effects should be most severe.   



 
 

Longitudinal surveys provide tremendous methodological advantage in making causal inferences 

and in understanding processes that unfold over time.  Despite their great value, they also present 

a variety of uniquely challenging methodological problems.   Among the least well understood of 

these problems is panel conditioning, or bias introduced when participating in one wave of a 

longitudinal survey changes respondents’ attitudes, behaviors, and/or the quality of reports of 

attitudes or behaviors in subsequent survey waves.1  The lack of social science attention to such 

potentially consequential biases is surprising.  If partaking in a longitudinal survey alters 

participants’ responses to subsequent attitudinal and/or behavioral survey questions, either 

because their actual attitudes or behaviors change or because the quality of their reports of them 

change, this calls into question the validity and reliability of information derived from any 

number of widely used longitudinal data resources. 

We have three main objectives in this paper—one is conceptual and two are empirical.  

First, we seek to map the substantive and methodological situations in which users of 

longitudinal survey data should expect panel conditioning to arise and to be most consequential.  

Using theory and research from consumer marketing, cognitive psychology, and elsewhere, we 

develop seven propositions about the circumstances under which panel conditioning effects 

should be most pervasive.  Second, we offer provisional evidence about the merits of these seven 

propositions.  Our objective in this section is to document whether and under what circumstances 

having responded to questions in earlier survey waves affects respondents’ subsequent answers 

                                                 
1 We use the term “panel conditioning” synonymously with what has been called, among many 

other things, “time in survey effects” (Corder and Horvitz 1989), “mere measurement effects” 

(Godin et al. 2008; Morwitz et al. 1993), and “question-behavior effects” (Spangenberg et al. 

2008; Sprott et al. 2006).  
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to parallel questions.  Third, we investigate whether panel conditioning also biases the results of 

multivariate analyses.  Beyond its implications for marginal distributions of responses to single 

survey items, does panel conditioning affect estimates of multivariate relationships?   

Although our research sheds important new light on the nature and magnitude of panel 

conditioning biases in longitudinal surveys, we recognize that our work is only a starting point 

for what we hope will become a rigorous new line of methodological inquiry.  For reasons 

described below, and despite our belief that they are the best that can be achieved using existing 

data, our empirical findings are necessarily provisional.  We end by calling for new data 

collection that will more definitively speak to our empirical questions.  In the meantime, our 

theoretical propositions and our empirical evidence should provide useful practical guidance to 

those who collect or analyze longitudinal data.  If nothing else, we hope that our work will 

motivate and facilitate subsequent theoretical and empirical explorations that can provide as 

much understanding of panel conditioning biases as we currently have about other problems 

associated with the collection and analysis of longitudinal data (e.g., panel attrition). 

In the sections that follow we (1) review and critique the existing empirical evidence on 

the nature and magnitude of panel conditioning biases; (2) use theory and evidence from a 

number of disciplines to develop a set of seven propositions about the circumstances under 

which panel conditioning may be most pronounced; (3) describe our empirical strategy for 

obtaining evidence regarding these propositions based on data from three major national surveys; 

(4) present and discuss our results with an eye toward providing initial practical guidance to 

users of longitudinal data; and (5) outline a research agenda that will allow for a more complete 

understanding of the nature and magnitude of panel conditioning biases.  

 
PREVIOUS EVIDENCE 
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Methodologists have long understood that “testing” and “reactivity” can pose serious threats to 

the internal validity of experimental and non-experimental research (e.g., Campbell and Stanley 

1966; Campbell 1957; Lazarsfeld 1940; Lazarsfeld 1941).  For example, we know that test takers 

usually score higher on intelligence or cognitive assessments the second time they take them, 

mainly because they are more familiar with the format, style, and requirements of the testing 

instrument (Grindstaff et al. 2006; Hausknecht et al. 2007; Richardson and Robinson 1921).  

Less well understood is whether these biases also arise in larger-scale longitudinal surveys of the 

sort commonly used in the social, behavioral, and health sciences.  Nonetheless, researchers in 

several disciplines have investigated the nature and magnitude of panel conditioning biases in 

what have been largely disconnected lines of inquiry.   

 
Political Science & Public Opinion 
   

Public opinion researchers have studied the impact of participating in opinion polls on 

respondents’ attitudes.  Early work by Crespi (1948), for example, suggested that such polls may 

have the desirable effects of educating and cognitively stimulating respondents, but the unwanted 

effect of biasing their opinions in a number of ways.  Likewise, Waterton and Livesley (1989: 

336) found that participating in the British Social Attitudes Panel politicizes respondents’ 

attitudes and leads them to report more honestly over time. 

Political scientists and others have frequently concluded that participation in political 

opinion polls increases voter turnout in the U.S. and elsewhere (Bartels 1999; Clausen 1968; 

Granberg and Holmberg 1992; Greenwald et al. 1987; Kraut and McConahay 1973; Simmons et 

al. 1993; Traugott and Katosh 1979; Voogt and Van Kempen 2002; Yalch 1976).  For example, 

using an experimental design, Kraut and McConahay (1973) found that being interviewed before 
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a primary election doubled respondents’ probability of voting in that election (as validated by 

precinct records).  On the other hand, Mann (2005) recently disputed the methodological basis of 

most of these findings; see also Smith et al. (2003). 

 
Consumer Marketing & Cognitive Psychology 
 

Grounded in theory and research in cognitive psychology, consumer-marketing 

researchers have long studied the effect of measuring a person’s intended or forecasted behaviors 

on their actual behaviors (e.g., Borle et al. 2007; Chandon et al. 2005; Dholakia and Morwitz 

2002; Feldman and Lynch 1988; Fitzsimons and Williams 2000; Janiszewski and Chandon 2007; 

Morwitz 2005; Sherman 1980; Spangenberg et al. 2003; Williams et al. 2004).  These scholars 

have demonstrated panel conditioning effects on automobile purchases (e.g., Morwitz et al. 

1993), personal computer purchases (e.g., Chandon et al. 2005), recycling behaviors (e.g., Sprott 

et al. 1999), fitness club attendance (e.g., Spangenberg 1997), on-line grocery purchases (e.g., 

Chandon et al. 2004), a variety of delinquent behaviors (Fitzsimons et al. 2007; Spangenberg and 

Obermiller 1996), and many others.  In each case, the act of measuring respondents’ intended or 

predicted future behaviors appears to alter their actual subsequent behaviors.  In most cases, 

these effects are inferred from experimental research designs. 

This empirical finding, however, has not been universal. Other investigators in consumer 

marketing and cognitive psychology have reached a different conclusion, finding no evidence of 

panel conditioning with respect to feelings of economic security (Sobol 1959), consumer 

expenditures (Silberstein and Jacobs 1989), customer satisfaction (Swan et al. 1981), and various 

other outcomes (e.g., Clinton 2001; Wang et al. 2000).  

 
Public Health and Medicine 
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Consumer marketing researchers and cognitive psychologists have occasionally considered panel 

conditioning effects on outcomes of relevance to public health.  For example, Williams et al. 

(2006) find that asking college students about health behaviors can have the effect of increasing 

healthy behaviors (exercise) and of increasing unhealthy behaviors (illegal drug use).  Likewise, 

in a 2008 debate in the Journal of Consumer Psychology, several authors weighed the ethical and 

public health implications of potentially increasing risky health behaviors among teens by simply 

asking about them in public health surveys (e.g., Fitzsimons and Moore 2008).   

Public health scholars have also investigated the magnitude of panel conditioning biases 

for measures of specific public health outcomes.  Battaglia, Zell, and Ching (1996), for example, 

found evidence that participating in a survey about childhood vaccinations increased the rate at 

which parents immunized their children.  Wilson and Howell (2005) partly attribute apparent 

increases in the prevalence of arthritis in the Health and Retirement Survey (HRS) to panel 

conditioning, although there is some debate about the quality of their evidence (Weir and Smith 

2007; Wilson and Howell 2007).  Godin et al. (2008) found that asking about blood donation 

significantly increased respondents’ frequency of blood donations.  Likewise, O’Sullivan et al. 

(2004) found panel conditioning effects on respondents’  rates of screening for colorectal cancer. 

On the other hand, Sutton et al. (1994) found no such effects on rates of screening for 

breast cancer, Corder and Horvitz (1989) concluded that panel conditioning does not bias reports 

of medical expenditures, and Underwood et al. (2006) found no panel conditioning effects on 

older people’s fear of falling, number of reported falls, or frequency of contact with health 

service professionals. 

 
Economics and Sociology 
 
Economists and sociologists have only occasionally been explicitly concerned about panel 



6 
 

conditioning biases.  One notable exception involves the panel design of the Current Population 

Survey (CPS), which, some scholars suggest, may have the consequence of leading to some 

degree of panel conditioning bias in estimating unemployment rates (Bailar 1975; Bailar 1989; 

Hansen et al. 1955; Shack-Marquez 1986; Solon 1986).  These authors have demonstrated that 

for any particular calendar month, unemployment rates for respondents in their initial month in 

the CPS rotation are higher than for respondents who have been in the panel for longer.2  The 

implication is that CPS respondents are less likely to be unemployed, or at least less willing to 

report unemployment, after their first of eight CPS interviews. 

Economists and other social scientists have also found evidence of panel conditioning in 

the Knowledge Network Panels (Clinton 2001; Nancarrow and Cartwright 2007), the German 

General Social Survey (Porst and Zeifang 1987), and in a large-scale panel run by AT&T (Toh et 

al. 2006).  There do not appear to be similar biases, however, in the Survey of Income and 

Program Participation (McCormick et al. 1992; Pennell and Lepkowski 1992) or the National 

Medical Care Utilization and Expenditure Survey (Corder and Horvitz 1989).  

 
LIMITATIONS OF PREVIOUS EVIDENCE 
 
These efforts to identify and quantify biases from panel conditioning have generally suffered 

from three important limitations.  First, theoretical perspectives on the mechanisms potentially 

giving rise to panel conditioning have not been widely applied outside of consumer marketing 

                                                 
2 Indeed the issue has made its way into documentation about the design of the CPS (U.S. 

Bureau of Labor Statistics 2000), where Table 16-10 shows that in September 1995 the 

unemployment rate for CPS respondents in their first month in the sample was 8.6 percent higher 

than for CPS respondents as a whole in that month.   
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and cognitive psychology.  Second, most prior researchers have utilized research designs that are 

weak with respect to their ability to yield valid estimates of panel conditioning effects and/or 

with respect to their ability to produce generalizable findings.  Third, no prior research has 

examined the extent to which panel conditioning may alter the substantive conclusions 

researchers draw about relationships among two or more variables.  In the remainder of this 

section, we discuss each of these issues in turn. 

 
Theoretical Perspectives 
 
Social scientists have generally not thought carefully about the circumstances under which panel 

conditioning effects might arise.  When might we expect survey participation to change 

respondents’ actual attitudes and behaviors?  When might we expect survey participation to 

change merely the quality of their reports of those attitudes and behaviors?  Without answers to 

questions like these, researchers are unable to anticipate situations in which panel conditioning is 

worth worrying about as they collect and analyze longitudinal survey data.   

In contrast, researchers in consumer marketing and cognitive psychology have well-

developed theories about the mechanisms that give rise to particular forms of panel conditioning.  

This work is generally informed by theoretical perspectives on the subtle cognitive processes that 

underlie attitude formation and change, decision making, and the relationship between attitudes 

and behaviors (e.g., Fazio 1989; Fazio et al. 1986; Feldman and Lynch 1988; Millar and Tesser 

1986; Tesser 1978).  Several of the seven propositions that we develop below are based on 

theory and research in these fields, but they are intended to be widely applicable to any 

substantive field that utilizes data from longitudinal surveys of individuals.   

 
Research Design 
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Researchers have typically employed one of three research designs in their investigations of 

panel conditioning effects.  First, they have considered changes over time in survey responses by 

a single group of respondents to a longitudinal survey (Sturgis et al. 2009; Toh et al. 2006).  For 

example, Crespi (1948) described “commitment biases” that result from respondents being asked 

the same attitude questions on multiple occasions.  His evidence for this form of bias was that 

respondents became less likely across survey waves to offer “no opinion” responses.  One 

problem with this design is that it is hard to disentangle the effects of panel conditioning from 

endogenous change in the attitude or behavior being studied (Campbell and Stanley 1966). 

Second, a number of studies—mostly in consumer marketing and cognitive 

psychology—have randomly assigned individuals to a treatment group (pre-test and post-test 

surveys) or a control group (post-test survey only) in order to estimate the impact of panel 

conditioning (e.g., Borle et al. 2007; Bridge et al. 1977; De Amici et al. 2000; Godin et al. 2008; 

O' Sullivan et al. 2004; Williams et al. 2006; Yalch 1976).  Although these experimental designs 

are much stronger with respect to establishing causal effects of panel conditioning, the broader 

generalizability of their findings is unclear.  Many of these studies are carried out among 

students in college classes, customers of particular businesses, or voters in specific precincts, and 

they generally focus on a narrow range of substantive topics (e.g., computer purchases or 

voting). 

Third, other researchers have proceeded by comparing survey responses from members 

of a longitudinal panel to those from members of an independent cross-sectional sample drawn 

from the same population.  Such a design has been utilized, for example, in research on panel 

conditioning effects on unemployment rates in the CPS and SIPP (e.g., Bailar 1975), consumer 

behaviors (e.g., Nancarrow and Cartwright 2007), public opinion (e.g., Voogt and Van Kempen 
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2002), and public health (e.g., Underwood et al. 2006).  Details of the problems with this design 

are laid out elsewhere (e.g., Holt 1989; Sturgis et al. 2009; Williams and Mallows 1970).  Most 

importantly, such a design potentially confounds biases from panel conditioning with those from 

panel attrition.  Whereas the cross-sectional sample may be representative of some population, 

the panel sample may have suffered from non-random attrition over time.  Unless researchers 

take steps to adjust for the resulting panel selectively, differences in responses between the two 

samples cannot be clearly attributed to panel conditioning.  Although some of the research 

reviewed above makes efforts to make such adjustments, the success of those efforts is unclear.   

 
Multivariate Relationships? 
 
To our knowledge, no prior research has looked beyond the implications of panel conditioning 

for marginal distributions of responses to survey items.  Even if it is true, for example, that 

participating in a survey about vaccinations increases the chances that parents will subsequently 

vaccinate their children (Battaglia et al. 1996), does it follow that panel conditioning also biases 

our assessment of socioeconomic differentials in rates of childhood vaccinations?  In the present 

analysis, we go beyond estimating the effects of panel conditioning for distributions of survey 

measures to investigate the consequences of panel conditioning for multivariate analyses. 

 

UNDER WHAT CIRCUMSTANCES DOES PANEL CONDITIONING ARISE? 

The empirical evidence reviewed above suggests that participating in one wave of a longitudinal 

survey may alter, at least in some situations, participants’ responses to questions on subsequent 

survey waves.  In general, what are those situations?  That is, when should researchers expect 

biases from panel conditioning?  The seven propositions that we set forth below guide our 

subsequent empirical analyses, but we hope that they will also serve as an initial set of guidelines 
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for producers and users of longitudinal data who may be concerned about the consequences of 

panel conditioning for their research. 

Proposition 1: Real changes in an attitude will occur as the result of responding to questions 
about that attitude when respondents’ initial attitudes are less crystallized and when the issue at 
hand is salient for them. 

 
Many people treat attitudes as “crystallized” or fixed entities in people’s minds.  

Schuman and Presser (1981: 271) define “crystallized attitudes” as those “that exist 

independently of our measurement, and that when appropriately measured show high reliability.”  

In contrast, social psychologists, marketing researchers, and others view attitudes as frequently 

varying in their degree of crystallization (Bridge et al. 1977; Millar and Tesser 1986; Tesser 

1978; Tourangeau et al. 2000) and in their degree of cognitive accessibility to those who hold 

them (Fazio 1989; Fazio et al. 1986; Feldman and Lynch 1988; Powell and Fazio 1984).   The 

implication is that respondents’ attitudes may be quite fluid and malleable, particularly when the 

topic is one about which they have given relatively little thought. 

With this conceptualization of attitudes in mind, research in survey methodology, 

experimental social psychology, and consumer marketing has shown that thinking about an 

attitude as a result of responding to a survey question has the potential to change that attitude 

(Millar and Tesser 1986; Morwitz and Fitzsimons 2004; Sudman et al. 1996; Tesser 1978; Zaller 

and Feldman 1992) and to make the attitude more accessible to the respondent in the future 

(Chandon et al. 2005; Feldman and Lynch 1988).  Respondents who lack crystallized attitudes 

about a topic will nonetheless offer a response to a question about that attitude in a baseline 

survey (Bishop et al. 1986).  However, the act of participating in the baseline survey may set in 

motion a series of thoughts or actions that change that attitude by the time of a follow-up survey 

(Sturgis et al. 2009; Waterton and Lievesley 1989; Wilson et al. 1996).  As a result, when asked 
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about that attitude again in the follow-up survey, some people’s responses may differ from their 

responses in the baseline survey (Kardes et al. 1993).     

We expect that responding to attitude items in a survey will most strongly affect attitudes 

when respondents have not already developed strongly held or carefully considered views about 

that topic.  Furthermore, this effect will only come about when the topic is perceived as 

important or salient for respondents (Bridge et al. 1977; Duncan and Kalton 1987).   

Proposition 2: Real changes in a behavior will occur as the result of responding to questions 
about that behavior when the questions serve to increase respondents’ interest in, awareness of, 
or knowledge about that behavior. 

 
To explain why participating in a pre-election survey increased respondents’ chances of 

voting, Clausen (1968) speculated that the survey “stimulated” respondents’ interest in the 

election; this increase in interest in the election led more respondents to turn out to the polls.  In 

replicating and re-evaluating Clausen’s (1968) findings, Kraut and McConahay (1973) 

developed two alternative hypotheses: the “alienation reduction” hypothesis and the “self 

concept” hypothesis.  In their own way, each of Clausen’s (1968) and Kraut and McConahay’s 

(1973) proposed cognitive mechanisms implies that responding to survey questions about a 

behavior alters respondents’ motivation to engage in that behavior. 

Although there is little empirical work on the topic, some have also suggested that survey 

questions may serve to convey new information to respondents.  This new information may 

facilitate behaviors that would not have otherwise have been possible  (Fitzsimons et al. 2007; 

Nancarrow and Cartwright 2007).  For example, a survey of low-income individuals that focuses 

on their use of the State Children’s Health Insurance Program (SCHIP) may inform many 

respondents that the SCHIP exists and is something for which their children may be eligible.   

The extent to which survey items affect actual subsequent behaviors will depend on 
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whether respondents view the focal behavior as having some positive utility.  A survey of 

respondents’ cholesterol consumption may have the positive utility of making them better 

informed about which foods are high in cholesterol, thus potentially altering eating habits.  

Conversely, a survey of respondents’ illicit drug use may make them better informed about 

varieties of illicit drugs, but is unlikely to motivate them to use illicit drugs more often. 

Proposition 3: Attitudes and behaviors will (at least appear to) change over time when survey 
questions require respondents to provide socially non-normative or stigmatized responses. 

 
Survey questions can force respondents to confront the reality that their attitudes and/or 

behaviors conflict with what mainstream society regards as normative or appropriate.  Reflecting 

on this conflict can create “cognitive dissonance” in respondents’ minds, and reporting non-

normative or stigmatized attitudes and/or behaviors in a survey is a potentially embarrassing 

experience.  In the context of research on the effects of answering questions about behavioral 

intentions or expectations on respondents’ actual subsequent behaviors, cognitive psychologists 

note that one way for respondents to mitigate cognitive dissonance is to modify their subsequent 

behaviors (e.g., Fitzsimons and Moore 2008; Levav and Fitzsimons 2006; Spangenberg et al. 

2008; Toh et al. 2006; Williams et al. 2006).  We suggest that this process—which is well 

documented for questions regarding predicted or intended behaviors—may also operate in the 

context of questions regarding attitudes and regarding previous or ongoing behaviors.   

Some respondents may react to survey questions by bringing their actual attitudes or 

behaviors into closer conformity with social norms.  However, we suggest that many respondents 

may simply avoid cognitive dissonance and the embarrassment associated with offering socially 

non-normative or stigmatized responses by merely bringing their reported attitudes or behaviors 
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into closer conformity with social norms.3  For example, the cognitive dissonance and possible 

embarrassment caused by answering questions about alcohol consumption on a baseline survey 

may lead heavy-drinking respondents to drink less or else to report inaccurately lower levels of 

alcohol consumption on follow-up surveys.  In either case, apparent declines in levels of alcohol 

consumption across survey waves represent a form of panel conditioning  (Williams et al. 

2006).4  In general, one or both of these forms of panel conditioning may arise in the context of 

any survey questions for which there are clear socially non-normative or stigmatized responses. 

Proposition 4: Attitudes and behaviors will appear to change across survey waves as the 
respondent becomes more comfortable with and trusting of the survey experience 

   
Survey research methodologists have found that respondents’ judgments about the 

relative benefits and risks associated with answering survey questions are significantly related to 

the chances that they provide complete and accurate answers (Dillman 2000; Groves 1989; 

Willis et al. 1994).  As respondents become more familiar with and trusting of the survey process 

and with interviewers and interviewing organizations, they may become less suspicious of 

interviewers and their confidence in the confidentiality of their responses grows (Fowler 1995).   

                                                 
3 Lacking external validating information, it is hard to determine whether this form of panel 

conditioning changes respondents’ actual attitudes and behaviors or just their reports of them 

(Duncan and Kalton 1987).   

4 The distinction between social desirability biases and panel conditioning is an important one.  

Social desirability may cause respondents to under-report socially stigmatized attitudes or 

behaviors.  However, this under-reporting will happen on both baseline and follow-up surveys, 

and will not affect inferences about change over time.  In contrast, panel conditioning will bias 

inferences about changes between baseline and follow-up surveys in attitudes and behaviors. 
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One consequence of this dynamic is that the tendency for survey respondents to give 

“socially desirable” answers may diminish as respondents’ trust in interviewers and survey 

research projects grows (Nancarrow and Cartwright 2007; Tourangeau et al. 2000; Waterton and 

Lievesley 1989).  Whereas Proposition 3 suggests that respondents will be less likely to offer 

socially non-normative or stigmatizing responses across survey waves, Proposition 4 suggests 

that they will be more likely to do so.  For example, respondents may be more willing to report 

holding controversial or extreme views on social issues in follow-up surveys after they 

experience no negative consequences for sharing less extreme views in baseline surveys. 

Proposition 5: Attitudes and behaviors will appear to change across survey waves as 
respondents learn to manipulate a survey instrument in order to minimize their burden. 

 
Respondents sometimes find surveys to be tedious, cognitively demanding, excessively 

detailed, and/or longer than they might like.  As a result, longitudinal survey respondents may 

learn to direct or manipulate the survey experience in such a way that minimizes its length and 

thus their burden (Bailar 1989; Hernandez et al. 1999; Kalton and Citro 2000; Nancarrow and 

Cartwright 2007; Wang et al. 2000).  If true, this dynamic may lead to the false impression that 

attitudes or behaviors have changed across survey waves.  For example, respondents may learn 

that numerous supplemental questions follow for each employee that they report supervising at 

the time of a baseline survey.  As a result, and in order to reduce the duration of follow-up 

surveys, some respondents may subsequently report supervising fewer employees. 

Proposition 6: Attitudes and behaviors will appear to change across survey waves as 
respondents learn to provide more accurate and complete responses.   

 
Waterton and Livesly (1989: 324) note that repeated interviewing of the same 

respondents may lead “to improved understanding [by respondents] of the rules that govern the 

interview process.”  While this may translate into undesirable manipulation of the survey process 
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(as posited above), it may also lead to more accurate responses (Bailar 1989).  Respondents’ 

ability to provide accurate and complete answers may improve across waves of a longitudinal 

survey, resulting in evidence of change across survey waves when no such change has really 

occurred (Duncan and Kalton 1987; Kalton and Citro 2000; Nancarrow and Cartwright 2007; 

Sturgis et al. 2009; Wang et al. 2000). 

Evidence concerning “practice effects” in cognitive and psychometric testing supports 

this proposition.  This vast literature shows that scores can improve across administrations of a 

test simply as a result of respondents’ improved familiarity with the testing instrument (Basso et 

al. 2002; Basso et al. 2001; Goldberg et al. 2007; Grindstaff et al. 2006; Hausknecht et al. 2007; 

Johnson et al. 1991; Kulick et al. 1984; Lemay et al. 2004; Richardson and Robinson 1921).   

Proposition 7: Panel conditioning is more likely when surveys occur more frequently 

In different ways, the six propositions above each imply mechanisms giving rise to panel 

conditioning that may be less powerful the longer the length of time between baseline and 

follow-up surveys.  In each case, the longer the interval between surveys the more that 

intervening life events, subject maturation and change, historical events, forgetfulness, and other 

factors may overwhelm, counteract, or mute the effects of  answering baseline questions on 

respondents’ answers to follow-up questions.  Although there have been no empirical tests of this 

proposition, it is generally true—as reviewed below—that the largest panel conditioning effects 

are found when baseline and follow-up surveys are separated by less than a year and that when 

surveys are separated by a year or more there are fewer reported effects. 

RESEARCH DESIGN  

We next describe our strategy for obtaining empirical evidence concerning the seven 

propositions developed above and concerning our question about whether panel conditioning 
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also biases the results of multivariate analyses.  After outlining our empirical strategy and 

describing the three longitudinal surveys used in our analyses in this section, we go on to 

describe our focal measures and empirical results. 

To estimate the magnitude of panel conditioning we compare members of a longitudinal panel 

(the “treatment” group) to statistically equivalent members of a fresh cross-sectional sample (the 

“control” group).5  After making appropriate adjustments (described below) for panel attrition, any 

differences that obtain between the two groups may be solely attributed to differences in their 

exposure (or lack thereof) to the survey instrument.  Our strategy for considering the implications of 

panel conditioning for multivariate analyses involves tests of the statistical significance of differences 

across treatment and control groups in the size of multiple regression coefficients. 

Design components of three major longitudinal surveys—the U.S Current Population Survey 

(CPS), the German Socioeconomic Panel (GSOEP), and the 2008 U.S. General Social Survey 

(GSS)—facilitate this research design.6  Although different in nature and content, all three are similar 

in one important respect—respondents are surveyed repeatedly and new members are periodically 

introduced or “rotated” into the panel.  In the case of the CPS—which each month includes 

individuals in about 50,000 households who are representative of the civilian, household-based 

population of US—panel members (or rotation groups) are enumerated on eight separate occasions, 

                                                 
5 Note that we use the terms “treatment group” and “control group” for heuristic purposes only.  

Although respondents are exogenously (and randomly) assigned to the different groups, we 

recognize that our research design and general analytic strategy does not technically amount to a 

controlled experiment.  

6 It is also possible to conduct these analyses using the Survey of Income and Program 

Participation.  
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spread across two equal time frames.  After a rotation group enters the sample, its members are 

surveyed for four consecutive months, left un-enumerated during the subsequent eight months, and 

finally resurveyed for another four months.  This design guarantees that at any point in time, 1/8 of the 

sample is in the first month of enumeration (rotation group 1), 1/8 is in the second month (rotation 

group 2), and so forth.  It also ensures differences across rotation groups in respondents’ familiarity 

with yearly CPS supplements like the March Demographic Supplement, such that in any given 

supplement 1/2 of the sample is responding to supplemental questions for the first time (rotation 

groups 1-4) but the other 1/2 (rotation groups 5-8) is responding to those items for the second time.7 

In the case of the GSOEP—a longitudinal study of private households in the Federal Republic 

of Germany—original sample members have been interviewed on an annual basis since 1984 

(Wagner et al. 2007).  The survey instruments are comprised of wide array of social, economic, 

behavioral, and attitudinal items.  In order to maintain sufficient statistical power and to ensure 

continued representativeness, new subsamples were added to the study in 1990, 1994, 1998, 2000, 

2002, and, most recently, in 2006.  Of these six additional subsamples, three are of particular interest 

for present analysis—the 1998 “E” subsample, the 2002 “F” subsample, and the 2006 “H” subsample, 

all of which were drawn using the same sampling scheme that was used to select members of the 

original longitudinal panel.  This feature makes possible our key comparison: In 1998, 2002, and 

2006 we are able to compare the responses of members of the longitudinal panel to the responses 

                                                 
7 We restrict the CPS treatment and control groups to individuals who are household heads, who 

are not members of “replacement households,” who were interviewed in person, and for whom 

information was not gathered by proxy.  These restrictions limit our focus to people who 

answered questions about themselves and to people who experienced the same mode of 

interview.   
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of members of a fresh cross-sectional sample drawn at random from the same population.8  

The GSS—which contains a standard “core” of demographic, behavioral, and attitudinal 

questions, plus topics of special interest—has traditionally consisted of annual or semi-annual 

cross-sectional surveys of about 3,000 people in American households.  Beginning in 2006, a 

portion of the sample has been followed for longitudinal follow-up surveys.  Those respondents 

participating in the GSS for the first time in 2008 constitute our control group; those who first 

participated in 2006 and who were then re-interviewed in 2008 constitute the treatment group.   

Our key comparisons are only instructive insofar as the treatment and control groups differ 

only with respect to their exposure to items on the survey instrument.  However, this important 

stipulation is violated if patterns of non-response vary substantially and systematically across 

treatment and control groups.  Even if absolute non-response rates are identical for treatment and 

control group members, it is not necessarily true that treatment group non-responders will have 

the same distribution of attributes as control group non-responders.  Recovering unbiased 

estimates of the magnitude of panel conditioning effects, therefore, depends in part on our ability 

to account for panel attrition in particular and differential response more generally.   

To minimize the chances of conflating effects associated with panel conditioning with those 

attributable to panel attrition, we employ a post-stratification weighting technique (Wu and Sitter 

                                                 
8 We restrict the GSOEP treatment and control groups to individuals who were household heads, 

who responded to the previous year’s survey, who were interviewed by computer assisted 

personal interviewing, who were not members of the 2004 GSOEP oversample of high income 

individuals, and for whom information was not gathered by proxy.  These restrictions limit our 

focus to people who answered questions about themselves and to people who experienced the 

same mode of interview.   
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2001).  The methodology, which is often termed raking or sample-balancing (Deming and Stephan 

1940; Little 1993; Stephan 1942), uses an iterative proportional fitting (IPF) algorithm to generate 

weights (Izrael et al. 2000; Izrael et al. 2004).  These weights can, in turn, be used to correct for 

known discrepancies between a sample and a target population, which arise as a result of non-

response or related coverage issues (see, e.g., Little 1993). 

The raking algorithm proceeds as follows.  First, we tabulate marginals for the control group 

on a specified set of raking variables (hereafter referred to as marginal control totals).  Our choice of 

raking variables is informed by two main considerations: (1) they must be plausibly related to sample 

attrition; and (2) they cannot themselves be susceptible to panel conditioning.  Each of our three 

data sets includes a wealth of sociodemographic indicators that satisfy these conditions.9  Next, 

                                                 
9 In the CPS, the raking variables include age (15-34, 35-44, 45-54, 55-64, or 65+), sex (male or 

female), race/ethnicity (non-Hispanic white, non-Hispanic black, Hispanic, or other), marital 

status (currently married or not married), nativity (born in the US and both parents born in the 

US, born in the US but at least one parent born abroad, or born abroad), urbanicity (principal 

city, balance of city, nonmetropolitan, or not identified), and region (northeast, Midwest, south, 

or west).  In the GSOEP, they consist of age (15-19, 20-24, 25-29, 30-34, 35-39, 40-44, 45-49, 

50-54, 55-59, 60-64, 65-69, 70-74, 75-79, or 80+), sex (male or female), nationality (German 

national or non-German national), marital status (currently married, not currently married but 

married previously, or never married), and state of residence (one of 16 states or locales).  In the 

GSS, the raking variables include age (18-34, 35-44, 34-54, 55-64, or 65+), sex (male or female), 

race/ethnicity (non-Hispanic white, non-Hispanic black, Hispanic, or other), nativity (born in the 

US and both parents born in the US, born in the US but at least one parent born abroad, or born 

abroad), marital status, region of residence, number of siblings, and number of children. 
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the IPF algorithm uses the marginal control totals to compute the appropriate weights.  The 

weights are first adjusted to be consistent with control totals from the marginal distribution of the 

first raking variable.  The resulting weights are then recalibrated to the control totals for the 

second marginal distribution, a process that is repeated for each of the raking variables.  One 

sequence of adjustments through all of the raking variables represents a single iteration.  The 

algorithm iterates until the weighted marginals converge to the control totals (within a specified 

tolerance) for all of the marginal distributions simultaneously.  After implementing the weights 

neither the treatment nor the control group is necessarily perfectly representative of any 

population, but that is relatively unimportant for our purposes.  What is important is that the 

groups are effectively equated to one another so that comparison of responses across treatment 

and control groups can be more confidently attributed to panel conditioning effects. 

In supplementary analyses, we find that after implementing the post-stratification 

weights, members of the treatment and control groups have nearly identical distributions of key 

variables that were not included among the raking variables, including educational attainment, 

occupational prestige, income, and length of residency in current dwelling.  This gives us 

confidence that there are few unobserved, systematic differences between individuals in the 

treatment and control groups. 

PRELIMINARY RESULTS  

In this section, we present preliminary evidence regarding three of the propositions 

described above.  This evidence is based only on data from the CPS, and includes just a limited 

number of survey items.  Our goal is to demonstrate the plausibility of the propositions detailed 

above.  By the time of the annual meetings, we will have fully developed results for all of the 

propositions using many more measures and all three data resources.  
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Proposition 3: Attitudes and behaviors will (at least appear to) change over time when survey 
questions require respondents to provide socially non-normative or stigmatized responses. 

 
Proposition 4: Attitudes and behaviors will appear to change across survey waves as the 
respondent becomes more comfortable with and trusting of the survey experience 

   
To provide preliminary evidence regarding these propositions we utilize two CPS items.  

First, for those who have completed exactly 12 years of formal schooling, the CPS basic monthly 

survey asks whether respondents completed high school by earning a regular diploma or by 

obtaining a General Educational Development (GED) credential.  Because dropping out of high 

school is non-normative and potentially stigmatizing, these two propositions will suggest that 

members of the treatment group (those in “month in sample” two through eight) will report 

different rates of having earned GEDs than members of the control group (those in “month in 

sample” one).  The two propositions differ, however, in the empirical expectation about the 

direction of these differences.  Second, we use an item from the December Supplement to the 

CPS which collects information about food security.  This item ascertains whether respondents 

have run short of money for food over the preceding 12 months.  Again, these two propositions 

suggest that treatment group members (those in “month in sample” five through eight) and 

control group members (those in “month in sample” one through four) will differ with respect to 

how often they offer this potentially stigmatizing response. 

Figure 1 gives the percent completing high school via a GED (among those with exactly 12 years 
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of schooling), disaggregated by treatment (T) vs. control group (C) and calendar month (Jan. 

2008 through Sept. 2008).  Dots and circles represent point estimates for the control and 

treatment groups, respectively, and the attached line segments give 95% confidence intervals.  

Figure 2 is similarly constructed, and gives the percent running short of money for food, 

disaggregated by treatment vs. control group and calendar month. 

Both figures provide support for Proposition 3.  In every calendar month, we observe that 

respondents are less likely to report having earned a GED if they previously participated in the 

CPS; in all but one month, this difference is statistically significant.  In five of six Decembers, 

we observe that respondents are less likely to be running short of food money if they previously 

participated in the CPS; in four of the five months these differences are statistically significant.  

Beyond their statistical significance, the differences that we observe are typically substantial in 

magnitude.  In January of 2008, for example, respondents in the treatment group were roughly 

3.5 percentage points less likely to say that they completed high school via a GED, a difference 

that amounts to a nearly 30 percent decline relative to the control group. 

Proposition 5: Attitudes and behaviors will appear to change across survey waves as 
respondents learn to manipulate a survey instrument in order to minimize their burden. 

 
To provide preliminary evidence regarding this proposition we utilize two CPS items.  

First, we consider a measure of whether the respondent reports that anyone else lives in their 

household.  Because respondents receive several additional questions about each member of their 

household, we hypothesize that panel conditioning will lead treatment group members (those in 

“month in sample” two through eight) to report having fewer people in their households than 

members of the control group (those in “month in sample” one).  Second, we use an indicator of 

whether employed respondents hold more than one job.  The basic month survey asks for details 

about each of respondents’ jobs—hours worked, occupation, and so forth.  Here, this proposition 
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implies that treatment group members will be less likely than control group members to hold two 

or more jobs. 

Figures 3 and 4 give the percent living alone and the percent holding two or more jobs, 

respectively; both figures are disaggregated by treatment (T) vs. control (C) group and calendar 

month (Jan. 2008 through Sept. 2008).  Both figures provide support for this proposition.  In 

every calendar month, we observe that respondents are less likely to report that someone else 

lives in their household if they previously participated in the CPS; this difference is statistically 

significant in all nine months.  In seven of nine months, we observe that employed respondents 

are less likely to hold two or more jobs if they previously participated in the CPS.  Here again, 

the differences between treatment and control groups are usually substantial in magnitude.  In 

January of 2008, for example, employed treatment group members were about 1/3 less likely to 

hold multiple jobs. 

 

Again, by the annual meetings we intend to have developed results for all of the propositions, 

using data from the CPS, GSOEP, and GSS. 
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