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Abstract

While shifting mortality was conceptualized as a shift in mortality rates across age,
trends in variability of age at death are used to evaluate whether or not a country
is exhibiting signs of shifting mortality. In this paper, we reexamine the relationship
between mortality change and trends in variability age of death in order to evalu-
ate whether shifting mortality is an inevitable outcome of the mortality transition.
Through simulation exercises, perturbation analysis, and decomposition analysis, we
arrive at a better understanding of how initial mortality conditions and the age-pattern
of mortality change interact to produce mortality compression, expansion, or shifting.
We find that proportional mortality change that is fixed across ages does not necessar-
ily lead to a parallel shift in the death distribution. In addition, we demonstrate that
certain initial mortality conditions are particularly primed for compression.
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Reviewing the historical mortality experience of human beings is a grim endeavor.
For most of history, humans experienced relatively short average life times, with many
not living past infancy, and high variability of age at death. Fortunately, focusing on
human mortality in the modern era is not quite so bleak. While we are still bound
by the chains of mortality, due to the considerable progress made against mortality in
recent times, we now enjoy greater longevity and more certainty about the timing of
death.

This paper focuses on the latter mortality advantage that has arisen as a result
of the mortality transition: greater certainty about the timing of death. Not only
are we living longer, but the ages at which the majority of us die have become in-
creasingly compressed. Much attention has focused on documenting trends in mortal-
ity compression in response to Fries claim that mortality would become increasingly
compressed as humans approached a fixed biological limit to life span [Fries, 1980].
Observations of historical trends in mortality revealed that the once rapid pace of
mortality compression has waned and in some cases stagnated or reversed while life
expectancy continues to rise [Myers and Manton, 1984a, Myers and Manton, 1984b,
Wilmoth and Horiuchi, 1999, Cheung and Robine, 2007]. These observations provide
evidence against the approach to a fixed limit in life span and characterize a possible
new era of mortality change: the shifting mortality era.

In this paper, we explore in depth the concept of shifting mortality. First, we
provide a review the current literature on this topic and find that there is a disconnect
between the conceptual roots and the measurement of shifting mortality. While shifting
mortality was conceptualized as a movement of age-specific mortality rates across age
over time, the trend towards shifting mortality is assessed by measuring variability of
age at death in the death distribution. In this paper, we aim to better understand how
changes in age-specific mortality rates, especially proportional changes fixed across age
and time, affect the dispersion of the death distribution. This relationship is not as
simple as one might hope. By focusing on the interrelationship between the age pattern
of mortality change and initial mortality conditions, this paper provides new insights
into mortality compression and the development of shifting mortality.

1 Current understanding of shifting mortality

A number of researchers have documented the emergence of shifting mortality; how-
ever, the timing of the emergence of shifting mortality and the specific geographic
areas where shifting mortality has been observed vary depending on the measure of
mortality compression used in the analysis. These same problems of different in-
terpretations depending on the choice of measure emerged in the discussions sur-
rounding mortality compression and possible fixed limits to life span [Fries, 1984,
Myers and Manton, 1984b, Robine, 2001]. Both Wilmoth and Horiuchi as well as
Cheung et al. have provided overviews of the measures available to assess mortality
compression and rectangularization of the survival curve [Wilmoth and Horiuchi, 1999,
Cheung et al., 2005]. In this paper, we offer an overview of measures variability of age
at death that have been used to detect shifting mortality. All of these measures capture
some type of variability in the death distribution. Differences between these indicators
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arise because of differences in the age range covered by the measures, differences in the
central indicator used in the calculation of dispersion (mean versus mode), and whether
or not the measurement is attached to fixed percentiles of the death distribution:

• IQR-inter-quartile range, age span between the 25th and 75th percentiles of the
cumulative death distribution [Wilmoth and Horiuchi, 1999].

• C50-age span corresponding to the most compressed 50 percent of deaths from
the death distribution [Kannisto, 2000].

• S10-standard deviation of ages at death above age ten [Edwards and Tuljapurkar, 2005].

• SDM -standard deviation around the modal age at death [Canudas-Romo, 2008]

• SD(M+)-standard deviation above the modal age at death [Kannisto, 2000,
Kannisto, 2001, Cheung and Robine, 2007]

In addition to examining traditional measures of variability of age at death, we
also include in our analysis the life span disparity measure e†. This measure, recently
proposed by Zhang and Vaupel, indicates the person years lost in the life table due
to early death: e† =

∫ w

0
exdx, where ex is life expectancy at age x, dx indicates the

number of deaths that occur at age x, and w is the oldest age group.

• e†-a measure of life span disparity [Zhang and Vaupel, 2009].

Trends in these different measures over course the 20th century in France are
shown in Figure 1. As can be seen from the figure, these different measures offer
different interpretations of the history of mortality compression in France. Relative
to the massive compression of mortality indicated by trends in IQR during the pe-
riod 1900-1950, the trends in IQR in the second half of the century seem to indicate
a transition to shifting mortality as Wilmoth and Horiuchi also observed in Sweden
[Wilmoth and Horiuchi, 1999]. Kannisto and Robine have argued that IQR over ex-
aggerates the pace of mortality compression because it sometimes measures the space
between the two modes in the death distribution rather than the concentration of
deaths in one or the other. These authors have shown that documenting trends in
variability of age at death using the measure C50 rather than IQR reveals that com-
pression was still occurring in a number of countries throughout the latter half of the
twentieth century [Kannisto, 2000, Robine, 2001].

Consistent with the assessment of Edwards and Tuljapurkar of trends in S10 in
industrialized countries, trends in this measure for France indicate stagnation since
the 1950’s [Edwards and Tuljapurkar, 2005]. In contrast to the trends in S10, trends
in SDM , S0, and e† indicate continued compression during the second half of the
twentieth century reflecting gains made against infant mortality. Unlike the other
measures, SD(M+) does not begin steadily declining in France until the latter half of
the twentieth century.

While these different measures produce different interpretations of the geographic
coverage and timing of the transition to shifting mortality, the authors utilizing these
different measures to study trends in mortality compression cite common sources as
the originators of the concept of shifting mortality. This concept was first introduced
by Kannisto in his study of trends in old age mortality. One measures the “the age
shift in mortality” introduced by Kannisto by finding the difference between the ages
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that correspond to the same mortality level between two time points. For instance,
in the example given by Kannisto, q85 for Austrian females in the period 1950-1960 is
0.1721. To find the age shift in mortality from 1950-1960 to 1960-1970, one tries to
find x in the period 1960-1970 where qx = 0.1721. This occurs at x = 85.96. Thus, the
age shift in mortality is 0.96 years [Kannisto, 1996].

As will be illustrated through “mortality experiments” in the later sections of this
paper, even if all age-specific mortality rates shifted across age .96 years between these
two time periods, the result would not necessarily imply shifting mortality when using
the measures of mortality compression described above. The translation of a shift in
mortality rates to a shift in the death distribution requires special initial mortality
conditions. For instance, if the age-specific mortality curve can be described as a
Gompertz curve, a proportional decrease in mortality rates fixed across age and time
corresponds exactly to a shift in mortality rates across age. Under these circumstances,
the death distribution retains its shape while shifting to higher ages, and thus the
measures of mortality compression described above all exhibit constant trends. This
ideal shifting mortality scenario is illustrated in Figure 2.

Bongaarts proposal of the shifting logistic model provided further foundation for
the concept of shifting mortality [Bongaarts, 2005]. In fitting the following logistic
model to annual mortality rates for ages 25+ from a variety of countries included in
the Human Mortality Database, Bongaarts notes that the slope parameter, β, has been
relatively stable in the period 1950-2000:

µ(x, t) =
α(t)eβ(t)x

1 + α(t)eβ(t)x
+ γ(t) (1)

The relative stability in the β parameter allows a new interpretation of recent
changes in senescent mortality rates. As Bongaarts states, “instead of interpreting
mortality as rising or falling, the schedule of the force of senescent mortality can be
viewed as shifting to higher or lower ages over time” [Bongaarts, 2005, p. 29]. In
adapting the model for forecasting, Bongaarts allows the α and γ parameters vary
with time while the β parameter is fixed [Bongaarts, 2005].

Bongaarts bases his model of shifting mortality on data from the second half of the
twentieth century. Therefore, one might ask whether the period of observation covered
by Bongaarts data should be considered the shifting mortality era. As can be seen
in Figure 1, none of the measures of mortality compression, except for S10, indicate a
transition to shifting mortality in France as early as 1950. Of course, Bongaarts only
describes senescent mortality as shifting, not all-cause mortality. A continued decline
in the background mortality, as described by the background parameter, γ(t), might
explain why measures of mortality compression that cover most of the adult age range
such as C50, e†, IQR, and SDM still exhibit compression during the 1950s. What
appears contradictory, however, is the continued declines in SD(M+) since the 1950s
observed in many of the same countries included in Bongaarts’ analysis [Kannisto, 2000,
Kannisto, 2001, Cheung and Robine, 2007, Robine, 2008, Thatcher et al., 2008] .

SD(M+) should largely reflect trends in senescent mortality, which overwhelms
background mortality above the modal age. Consider the senescent component of the
Bongaarts shifting logistic model, which is the first term of equation 1. As Thatcher et
al. have demonstrated, the death rates and modal age at death implied by this model
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depend on both the α and β parameter; however, compression around the modal age
is determined solely by the β parameter. Therefore, trends in the measure SD(M+),
can be determined just by looking at trends in the β parameter [Thatcher et al., 2008].
As noted above, Bongaarts finds trends in the β parameter to be remarkably consis-
tent across his period of observation. This discrepancy between consistency in the β
parameter, which implies shifting mortality, and observed declines in SD(M+), which
likely reflects compression in senescent mortality at older ages is troubling.

While Kannisto and Bongaarts introduced the concept of shifting mortality as a
shift in age-specific mortality rates across age, those documenting the transition to the
shifting mortality era describe shifting mortality as occurring when the death distribu-
tion shifts to higher ages while retaining the same shape (i.e. in the case of SD(M+),
the modal age at death rises while retaining the same variability of age at death above
the mode as measured by SD(M+) [Cheung and Robine, 2007]). For the shifting lo-
gistic model proposed by Bongaarts, the shift in senescent mortality across age should
result in a shift in the senescent death distribution. It is not true generally, though,
that a shift in mortality across age leads to a shift in the death distribution. This is
described analytically in the next section.

Researchers have made efforts to understand exactly how underlying changes in age-
specific mortality produce shifting mortality. In an attempt to understand whether an
increase in the modal age at death always implies mortality compression, Thatcher et
al. fit the following logistic model to death rates at age 70 and 90:

µ(x) =
αeβx

1 + αeβx

The authors find that the modal age at death depends both the α and β parameters
while the measure of mortality compression around the mode depends solely on the β
parameter (as mentioned above). Mortality compression occurs if the logit of the death
rate at age 70 falls faster than the logit of the death rate at age 90. To achieve shifting
mortality, where the modal age increases while variability of age at death above the
mode remains constant, the logits of the death rates at age 70 and 90 must fall at
the same rate so that the β parameter retains the same value over time. Fitting their
historical model for six countries included in the Human Mortality Database, Thatcher
et al. observe a recent trend towards a stable β, and thus shifting mortality, in French
females, Italian males, and both males and females in Japan. An important lesson
to take from this analysis is that if old-age mortality can be described accurately
by a logistic model fit to mortality rates at 70 and 90, similar rates of decline in
mortality at these two ages is a necessary condition for observing shifting mortality
under this model. This suggests that the eventual transition to a shifting mortality era
is dependent on similarity or dissimilarity in the age pattern of mortality decline.

Canudas-Romo explores the emergence of the shifting mortality era by simulating
mortality change over time using a variety of mortality models and comparing the
results to actual trends in the modal age at death, number of deaths at the modal
age, and SDM for a number of countries included in the Human Mortality Database
[Canudas-Romo, 2008]. By extrapolating age-specific mortality rates using both the
Gompertz and logistic models of mortality change as well as the more complex Siler
model, Canudas-Romo shows that the number of deaths at the modal age and the stan-
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dard deviation of the distribution of deaths around the modal age eventually converge
toward an asymptote while the modal age continues to rise. These results are based
on assuming a fixed relationship of mortality over adult ages as implied by the fixed
β parameters in the Gompertz mortality, logistic model, and Siler mortality change
models.

The results of Canudas-Romo’s simulation using the Siler mortality change model
indicate that the pace of mortality compression slows after infant mortality has reached
a relatively low level. This suggests that the potential for compression depends on
current mortality conditions. We explore this further in this paper along with the
effect of similarity or divergence in the age-pattern of mortality change.

An explanation for shifting mortality related to divergence in the age pattern of
mortality change appears in Wimoth and Horiuchi’s 1999 piece on trends in variability
of age at death [Wilmoth and Horiuchi, 1999]. Using historical mortality evidence
from Sweden, the authors document that life expectancy rose steadily throughout the
period of observation (1751-1995). In contrast, the IQR remained relatively stable from
1751-1875, declined rapidly during the period 1876-1955, and then remained relatively
stable at its new lower level from 1955 onwards. The authors observe that during
the period of rapid decline in IQR, the average annual rate of proportional mortality
decline varied greatly across age with much more rapid progress at younger ages. In
contrast, during periods in which the IQR remained relatively stable, the average
annual rate of mortality decline was similar across ages1. This observation along with
some intuitive reasoning led the authors to propose that dissimilarity across the age
pattern of mortality change was the main cause of the decrease in IQR.

The notion that divergent age patterns of mortality change (with younger age
groups experiencing faster progress) lead to a decline in the variability of age at death
is especially appealing if it also true that if the age pattern of change in mortality is
similar across ages (especially the ages where deaths are concentrated), then variability
of age at death will remain constant. The results of Thatcher et al. seem to suggest
that similarity in the age-pattern of mortality change is a necessary condition for ob-
serving shifting mortality. Is it a sufficient condition? This line of thought leads to a
simple and easily tested hypothesis: if mortality change is proportional across age (the
pattern of mortality change is similar across age on a relative scale), then there will be
no change in the variability of age at death. Instead of becoming more or less variable,
the death distribution will just parallel shift in either direction. If this relationship
holds true, similarities in the relative pace of change in mortality across age might be
the underlying cause of the current shifting mortality scenario.

In this paper, we seek to test this simple hypothesis: does proportional change in
mortality that is fixed across age always lead to a shift in the death distribution. First,
we explore the relationship between the age pattern of mortality change and variability
of age at death analytically. We then go on to conduct simple experiments that test
how measures of variability of age at death respond to changes in age-specific mortality
rates under a variety of initial mortality conditions. Through perturbation analysis, we

1In the most recent period, the pattern is not similar across all ages but it is in the ages where the
majority of deaths are concentrated. The average annual rate of mortality decline is calculated using the

formula −log
“

mx(t+n)
mx(t)

”
/n.
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are able to explore more directly the sensitivity of our measures of variability of age at
death to changes in age-specific mortality without imposing experimental conditions.
Our analysis leads us to a rejection of our simple hypothesis and a deeper understanding
of the complex relationship between measures of variability of age at death, initial
mortality conditions, and the age pattern of mortality decline.

2 Analytical understanding of shifting mortality

To begin, we want to consider the conditions under which a decline in mortality cor-
responds exactly to a shift in the mortality curve across age. A proportional decline
in age-specific mortality rates corresponds to a shift of the mortality curve over age
when the shape of the age-specific mortality curve is linear on a log scale. We often
use the Gompertz curve, which fits this log-linear criteria, to describe the shape of the
mortality curve at adult ages. This model can be expressed as follows:

µ(x) = αeβx

A Gompertz mortality curve with α = 5 × 10−5 and β = .10 is shown in Figure
3(a). It is clear from this figure that a proportional decline in age-specific log mortality
rates that is fixed across age is equivalent to a shift of the mortality curve over some
years of age. When mortality decline can be expressed as a shift of the mortality curve
over age, the death distribution retains its shape yet shifts either forward or backward
in age. This is shown in Figure 3(b).

While we are currently observing shifting death distributions akin to what is ob-
served in this simple model of mortality change, current mortality conditions and
changes in mortality over time do not necessarily conform to this simple model. First,
the entire mortality curve over the whole age range is not well described by a Gompertz
curve. As a result, a downward shift in mortality does not necessarily translate into
a shift of the mortality curve over age (see Figure 4(a)). Additionally, proportional
mortality change over time is not necessarily fixed across age. As shown in Figure 4(b),
the age pattern of mortality change for Sweden has been divergent across age even in
the period of time when relative stability in variance in life span has been observed
(1960 onwards).

Our analysis of a simple model of mortality change has led us to consider the
following discrepancies between the simple model and empirical reality: the divergence
of the age pattern of mortality change and initial mortality conditions that are not well
described by the Gompertz or logistic mortality models. The results of our analytical
investigation suggest that our simple hypothesis might not hold. Proportional changes
in mortality that are fixed across age will not necessarily translate into a shift in the
death distribution if the initial mortality conditions are not linear or semi-linear on a log
scale. In the next section, we explore further the dynamic relationship between initial
mortality conditions and measures of variability of age at death given proportional
change in mortality that is fixed across age and time.
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3 Do proportional changes in mortality that are fixed
across age result in shifting mortality?

We have set up a relatively simple experiment to test the hypothesis that a propor-
tional change in mortality that is fixed across age will have no impact on variability of
age at death. Starting with an initial set of age-specific mortality rates (mx), we apply
a proportional change in mortality that is fixed over age and time over some projection
interval, and measure the variability of age at death over the projection horizon. The
simple hypothesis would suggest that regardless of the initial set of age-specific mor-
tality rates the variability of age at death should remain the same over the projection
interval. The experiment is carried out using five different initial vectors of age-specific
mortality rates, mx: the single-year age-specific mortality rates of Swedish males in
1800-04, 1850-54, 1900-04, 1950-54, and 2000-042. These initial mortality vectors come
from data included in the Human Mortality Database [HMD, 2009]. We project the
change in mx over 300 years assuming an average annual proportional change φ = .005
across all ages according to the following equation3:

mx(t) = mx(0) ∗ (1 + φ)t (3)

Variability of age at death is measured using both S10, the standard deviation of
ages at death past age 10, and e†, the years of life lost in the life table due to premature
death: e† =

∫ w

0
exdx. The e† measure takes into account changes in infant mortality

while the S10 measure will be more reflective of the mortality experience during adult
ages. Actual trends in S10, entropy (H = e†

e0
), and e† for both deaths above age 10

and deaths at all ages for Swedish males and females are shown in Figure 5.
One difficulty with carrying out this experiment is that the oldest observable age

is fixed at 110. As deaths start to accumulate in the open ended age interval, this can
bias the results. With an annual proportional change of φ = .005, there did not seem
to be too many deaths accumulating in the last age group after projecting forward 300
years (for φ = .01 there was very obvious bias in the measures of variability of age at
death). Still, the trends in e† and S10 near the end of the projection interval should
be interpreted with caution.

Graphical results of this simple experiment are depicted in Figure 6. These re-
sults suggest that the relationship between the age pattern on mortality change and
variability of age at death is not so straightforward as the simple hypothesis would
suggest. When variability of age at death is measured as S10, a proportional change
in mortality results in relative stability in S10 over the projection interval for four of
our five initial mx distributions. For the initial set of age-specific mortality rates, mx,

2We were also planning on using an initial mx corresponding to the mortality rates of Swedish males
in 1751-54, but the mortality rates at older ages for this life table are unusually low (m85+(1950) >
m85+(1751)) which resulted in deaths heaping up too rapidly in the open ended age interval

3The following equation would have been more consistent with how Wilmoth and Horiuchi measured
the average annual rate of proportional mortality decline.

mx(t) = mx(0)eφt (2)
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corresponding to the mortality experience of Swedish males in 1900-04, a fixed pro-
portional change in mortality across age and time results in a decline in S10 over the
projection horizon. The divergence of the trend for the initial mx corresponding to
1900-04 from the other initial states is quite striking, and it suggests that trends in the
variability of age at death do not have a simple relationship with the age pattern of
mortality decline. Rather, there is an interaction between the initial death distribution
and the age pattern of mortality change. For some initial mortality conditions, like
the conditions Swedish males experienced in 1900-04, measures of variability of age at
death are more sensitive to changes in mortality-whether these changes are fixed across
ages or not.

If instead of using S10 as the measure of variability of age at death we use e†, a
different picture of mortality change emerges. In this case, the trends in variability of
age at death still look relatively stable for the initial mx’s corresponding to 1950-54
and 2000-04; however, the initial mx’s corresponding to 1800-04 and 1850-54 show
a declining trend in e† similar to the trend observed with initial mx’s corresponding
to 1900-04 except less steep. The difference between trends observed for e† and S10

corresponding to initial mx vectors from 1800-04 and 1850-54 is the result of the re-
sponsiveness of e† to changes in infant mortality. As will be demonstrated later, e† is
particularly sensitive to changes in infant mortality especially when the initial states
indicate high levels of infant mortality.

The results of this simple experiment of applying a fixed proportional change in
mortality over age and time to several initial sets of age-specific mortality rates over-
whelmingly demonstrate that our initial hypothesis was not true. An age pattern of
proportional mortality change that is similar across ages does not in and of itself lead
to stability in the measure of variability of age at death. Proportional change in mor-
tality that is fixed across age while perhaps a necessary condition is certainly not a
sufficient condition for shifting mortality.

4 Further examination of the relationship between
age pattern of mortality change and variability of age
at death

In order to gain more insight into the relationship between the age pattern of mortality
change and initial mortality conditions, we conducted a similar experiment but used
patterns of mortality change that varied over age while remaining fixed over time.
Two different patterns of age-specific mortality change were utilized: the age patterns
of average annual proportional mortality change observed during the periods 1875-79 to
1950-54 and 1950-54 to 1990-94 among Swedish males. The data on mortality change,
like the set of initial mortality vectors, also come from the Human Mortality Database
[HMD, 2009]. The underlying age patterns of average annual mortality change along
with the smoothed age pattern utilized in the analysis are shown in Figure 7. The
projections in this experiment only extend out 100 years because further extending the
time horizon resulted in too many deaths being heaped into the open ended age group.

Wilmoth and Horiuchi observed in their paper that the age pattern of mortality
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change was much more divergent across ages during the period 1875-79 to 1950-54
when the IQR was declining rapidly in comparison to the the period 1950-54 to 1990-
94 when the age pattern is much flatter across the ages where the majority of deaths
are concentrated [Wilmoth and Horiuchi, 1999]. Therefore, we expect that applying
the age pattern of mortality change observed in 1875-79 to 1950-54 to the initial mx

vectors will result in faster mortality compression (reduction in variability of age at
death) than when we use the average annual proportional change observed from 1950-
54 to 1990-94 to make our projections. We are especially interested in observing how
rates of decline in S10 and e† differ depending on the initial mx distribution.

The results of this analysis are shown in Figure 6. As anticipated, applying the
average annual mortality change observed in the period 1875-79 to 1950-54 to the five
initial mx vectors resulted in faster mortality compression than using the mortality
change observed 1950-54 to 1990-94. When variability of age at death is measured
using S10, the fastest rates of mortality compression using either pattern of mortality
change are observed when the initial mx corresponds to the mx observed for Swedish
males 1900-04. Again, it appears that this initial distribution is more “primed for
compression” in comparison to the other initial sets of mx. If e† is employed to measure
variability instead of using S10, the initial set of mx’s corresponding to 1800-04, 1850-
54, and 1900-04 exhibit similar rates of mortality compression although the set of mx’s
observed in 1800-04 exhibits slightly faster compression near the end of the projection
interval, but we should be careful when interpreting trends at the end of the projection
interval because of death heaping in the open ended age interval.

The contrast between the rates of decline in both S10 and e† for the initial mx’s
corresponding to 1950-54 and 2000-04 in comparison to the initial mx’s corresponding
to 1800-04, 1850-54, and 1900-04 is noteworthy. Applying the same proportional change
in mortality over time, results in much less mortality compression if the initial mortality
state corresponds to 1950-54 or 2000-04 in comparison to earlier eras. Nonetheless,
especially for the projection with the age pattern of mortality change corresponding to
what was observed 1875-79 to 1950-54, the variability of age at death does decrease over
the projection interval when mx’s corresponding to 1950-54 and 2000-04 are used as
starting states. Therefore, the shifting mortality phenomenon currently being observed
in industrialized countries is not due solely to having reached some sort of threshold
level of mortality beyond which the variability of age at death is free of influence from
the age pattern of mortality change. As will be demonstrated later, though, the ages at
which mortality change matters most for these measures of variability of age at death
have become increasingly compressed.

This simple analysis of applying fixed rates of proportional mortality change over
time has yielded a number of insights. Greater divergence in the age pattern of mor-
tality decline results in faster mortality compression than age patterns that are similar
using a number of initial mortality conditions. Also, the rate of decline in variability
of age at death given a fixed change in mortality over time depends on the initial mor-
tality conditions. Certain initial mortality states are “primed for compression.” We
investigate this further in the next section using perturbation analysis.
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5 Sensitivity of S10 and e† to change in mortality

Through our experiments projecting mortality rates forward using an age pattern of
mortality change that is fixed over time, we have discovered that the pace of mortality
compression depends on the initial mortality state. Using perturbation analysis, we
are able to quantify the sensitivity of measures of variability of age at death to changes
in age-specific mortality. In this section, we will calculate the sensitivities of S10 and
e† to changes in age-specific mortality rates using the initial set of mx vectors that
were used in the analysis in the previous section. We anticipate that the measures of
variability of age at death will appear particular sensitive to changes in mortality for
the set of mx’s corresponding to the mortality conditions observed for Swedish males in
1900-04. We calculate the sensitivity of S10 and e† to changes in age-specific mortality
through perturbation analysis of a Markov chain model. These perturbation analysis
methods, currently being developed by Hal Caswell, are extensions of the methods
found in [Caswell, 2006, Caswell, 2009, in press].4

The sensitivity of S10 to changes in age-specific mortality are presented in Figure
8. The graphs indicate the response of S10 to either absolute or proportional increases
in mortality at each age. S10 grows more sensitive to absolute changes in mortality at
younger ages over time as mortality rates at younger ages becomes increasingly low.
The bottom graph, which shows the absolute response of S10 to proportional changes
in mortality at a particular age is perhaps more interesting. As anticipated, when S10

is estimated from the set of mx’s corresponding to mortality in 1900-04 for Swedish
males, the measure exhibits greater sensitivity to changes in mortality in the age groups
15-40 in comparison to S10 estimated from the set of mx’s corresponding to 1800-04
and 1850-54. This suggests that rapid decreases observed in variability of age at death
from 1876-1955 were attributable not only to divergence in the age pattern of mortality
but also partly to the greater sensitivity of measures of variability of age at death to
changes in age-specific mortality due to the initial mortality conditions.

This view is reinforced by looking at the sensitivity of e† to changes in age-specific
mortality rates. As shown in Figure 9, the measure e† exhibits much more sensitivity
to changes in mortality in infancy, childhood, and young adult ages for the initial set of
mx’s corresponding to 1900-04 in comparison to the other initial sets of mx’s. For the
initial mx’s corresponding to 1800-04 and 1850-54, e† is not very sensitive to mortality
declines from roughly age 10 to age 30 and after some point close to age 40 declines
in mortality would actually result in an increase in e† (Zhang and Vaupel refer to this
crossover age as the “age separating early from late deaths” [Zhang and Vaupel, 2009]).
In contrast, declines in mortality up to almost age 60 will result in a decrease in e† and
e† will respond more readily to the same proportional change in mortality at younger
ages if the initial mortality conditions correspond to the set of mx’s from 1900-04.
For the initial sets of mortality rates corresponding to 1950-54 and 2000-04, declines
in mortality into even older ages would result in a decline in e†, but e† is much less
sensitive changes in mortality in infancy, childhood, and early adulthood in comparison
to the set of mx’s corresponding to 1900-04.

The sensitivity of e† to changes in infant mortality for Sweden during the period

4The perturbation analysis methods were presented in Hal Caswell’s “Perturbation Analysis of
Longevity” course offered March 30-April 17, 2009 at the IMPRSD in Rostock, Germany.
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1751-2004 is shown in Figure 10. As can be seen in this graph, if we consider absolute
changes in m0, e† became more sensitive to changes in infant mortality over time as a
result of increasing life expectancy over this period. If we consider proportional changes
in mortality at age 0, the sensitivity of e† to these changes peaks around 1900. The
decrease in the sensitivity of e† and S10 to changes in infant mortality after this point
can be attributed to the decline in infant mortality rates.

As mortality conditions improve over time (from 1800-04 to 2000-04) e† becomes
less responsive to changes in infant and childhood mortality while both e† and S10

become less responsive to changes in mortality during early adulthood. As a result
of the decreasing influence of early life mortality, the shape of the sensitivity curve
changes in a very fundamental way. If we ignore the “accident hump” around age 20,
there is a general trend towards a concentration of the ages where S10 and e† are most
sensitive to changes in mortality. When we consider just the ages where increases in
mortality lead to an increase in variability of age at death, for both e† and S10, the
measures actually become more sensitive to changes in mortality at older age ages in
comparison to younger when the initial mx’s correspond to 1950-54 or 2000-04. In
contrast, for the initial mx’s correspond to 1800-04, 1850-54, and 1900-04, changes in
mortality at younger ages are always more important for S10 and e† than changes near
the cross-over age (the age where sensitivity of e† or S10 to changes in mortality is zero).
The ages where an increase in mortality leads to decrease in S10 become increasingly
compressed over time as mortality conditions improve. Mortality conditions in 1900
were “primed for compression” not only because e† and S10 were more responsive to
changes in mortality at younger ages in comparison to other initial mx’s, but also
because the ages where declines in mortality would lead to increase in S10 were more
compressed than for the set of mx’s corresponding to 1800-04 and 1850-54.

In the next section, we examine actual trends in S10 for Sweden in the 19th and 20th
centuries. Through decomposition analysis, we are able to quantify the contribution of
changes in age-specific mortality rates to changes in S10 over time. These age-specific
contributions reflect both the potential of mortality change at that age to impact
S10 as well as the pace of mortality decline at that age relative to other age groups.
While these decomposition results are reflective of the actual age patterns of mortality
change over time, which might be divergent or more similar across age, the results
are nonetheless very closely related to the results of the sensitivity analysis that only
reflect what would occur if proportional mortality change was fixed across age.

6 Decomposition of temporal trends in measures of
variability of age at death

Throughout this paper, we have shown that changes in measures of variability of age at
death are influenced both by the initial mortality conditions as well as the age pattern
of mortality change. As discussed in the last section, the age pattern of sensitivity
of S10 and e† to changes in mortality has changed fundamentally in Sweden over the
course of the 19th and 20th centuries. In this section, we explore how actual age-specific
mortality change has influenced actual trends in variability of age at death in Sweden
during the late 19th century and throughout the 20th century. Using decomposition
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techniques, we are able to quantify the contribution of changes in age-specific mortality
to changes in S10 over this time period. Trends in S10 are derived separately by sex
using data from life tables included in the HMD with one-year age groups that cover
five-year periods [HMD, 2009].

The results of our sensitivity analysis indicate that we should expect the age pattern
of contributions of changes in mortality to changes in S10 to be modified over the course
of the period of observation. We expect that mortality change at younger ages will be
most important in determining the changes in the variability of age at death in the
earlier part of our period of observation. Changes at older ages will become increasingly
important in the latter part of the period. We expect this both because the age pattern
of mortality change is more rapid at younger ages in comparison to older ages in the
first part of the twentieth century (see Figure 4(b)) and because S10 is more sensitive
to changes in mortality at younger ages during this earlier period (see Figure 8).

We decompose trends in S10 by age using a method proposed by Horiuchi et al.
[Horiuchi et al., 2008]. We look specifically at the contributions of changes in age-
specific mortality rates, mx, to overall changes in S10 over time. More details on this
decomposition method are provided in the appendix. We carry out the decompositions
for Swedish males and females over three time periods: 1880-84 to 1920-24, 1920-24 to
1960-64, and 1960-64 to 2000-04. During both the first and third time periods, trends
in S10 are relatively stable while a large decrease in S10 is observed between 1920-24
to 1960-64 (see Figure 5).

The results of this decomposition analysis are presented in Figure 11 and in Table
1. As expected, the rapid decline in S10 observed during the period 1920-24 to 1960-64
was due to mortality changes at younger ages with the peak contribution around age 20.
In the most recent period, 1960-64 to 2000-04, the contributions of changes in mortality
at younger ages, which would decrease S10 further, are increasingly being matched by
mortality improvements at older ages, which act to increase S10. As indicated by the
sensitivity analysis, in more recent periods, the ages at which mortality change matters
most for trends in the variability of death are becoming increasingly compressed.

Unlike the age pattern of sensitivity of S10 corresponding to initial mortality con-
ditions observed in Sweden during the latter half of the 20th century, the age pattern
of contributions of changes in age-specific mortality rates to changes in S10 over the
period 1960-64 to 2000-04 only has one hump at the oldest ages. The age pattern of
sensitivity curve for 1950 and 2000, in contrast, contains two humps on either side of
the cross-over age. The lack of a hump before the cross-over age in the decomposition
results might be due divergence in the age pattern of mortality change at younger ages.
The decomposition results reflect the cumulative effect of both the sensitivity of the
initial mortality conditions and divergence in the age pattern of mortality.

7 Conclusion

This analysis has revealed that both the age pattern of mortality change and current
mortality conditions are important in determining the future course of variability of
age at death. The rapid declines in variability of age at death observed in Sweden
from 1876-1955 were due to both divergence in the age pattern of mortality decline
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and the greater sensitivity of measures of variability of age at death to changes in
age-specific mortality rates during this time period. Similarly, the current stability in
S10 is likely due partly to the similarity in rates of mortality change across age as well
as the compression of the age interval where measures of variability of age at death are
most sensitive to changes in mortality.

Given the changes over the course of the 20th century in the age pattern of sensi-
tivity of measures of variability of age at death to changes in mortality, it is unlikely
that we will observe further rapid declines in life span variability in countries like Swe-
den. As the ages where mortality change matters most for trends in variability become
increasingly compressed, a pattern of mortality change that is divergent across age
becomes less important.

Still, it is not clear that the age pattern of mortality change should be completely
disregarded as we contemplate future mortality change. While it is tempting to adopt
new forecasting models that take advantage of the shifting conditions currently ob-
served, these mortality shifts may not necessarily be sustained in the long term if
the age pattern of mortality change becomes more divergent across age in the future.
Future research on the possible transition to shifting mortality should focus not only
on trends in variability of age at death but also on likely trends the age pattern of
mortality change.
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A Decomposition method

We are interested in decomposing trends in S10 over time into the contributions of
changes in age-specific mortality rates. We carry out these decompositions using the
continuous-change method of decomposition developed by Horiuchi et al. This is a
general method of decomposition that relies upon the assumptions that the covariates
whose effects are being measured (in our case the underlying mx’s) change gradually
over time and that covariates change proportionally to one another over time. If these
two assumptions are met, the decomposition method allows us to estimate the contri-
bution, ci, of changes in a particular covariate to changes in the measure of interest. For
a more detailed description of this decomposition method see [Horiuchi et al., 2008].
In our case, we are interested in determining the contribution of changes in mx to the
total change in S10.

As a first step to carrying out this decomposition, we must find an expression for
S10 in terms of mx.

S10 =

√√√√∑T
x=10(x + ax −M10)2 × dx∑T

x=10 dx

where M10 is e10 + 10 and T is the oldest age group

S10 =

√√√√∑T
x=10(x + ax −M10)2 × lxmx∑T

x=10 lxmx

S10 =

√√√√∑T
x=10(x + ax −

∑T
x=10 xe

Px
0 −mxmx)2 × e

Px
0 −mxmx∑T

x=10 e
Px

0 −mxmx

We are interested in attributing the changes in S10 over time to the changes in mx

over the same time period. Therefore, it is important to recognize that S10 and mx

are functions of time:

S10(t) =

√√√√√∑T
x=10

(
x + ax −

∑T
x=10 xe

Px
0 −mx(t)mx(t)

)2

× e
Px

0 −mx(t)mx(t)∑T
x=10 e

Px
0 −mx(t)mx(t)

To use the Horiuchi et al. method we note the following [Horiuchi et al., 2008]:

S10 = f(m1,m2, ...,mT )

The general decomposition method holds that for some variable, y, where y =
f(x1, x2, ..., xn), the change in y from time 1 to time 2 can be expressed as:

y2 − y1 =
n∑

i=1

ci, where ci =
∫ Xi2

Xi1

∂y

∂xi
dxi
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The equation above indicates that the total change in the variable of interest, y,
from time 1 to time 2 can be found by summing up the contributions, ci of each
covariate, xi. Computationally, estimating ci involves looking at how changes in a
particular value of xi over a narrow interval change y while holding other values of xi

constant at values observed at the midpoint of the narrow interval and then summing
the effects observed across all of the intervals between time 1 and 2.

For our analysis, we want to take partial derivatives of S10 with respect to mi to
find the contribution of changes in the age-specific mortality rate, mi, to changes in
S10:

ci =
∫ mi2

mi1

∂S10

∂mi

dmi

dt
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Table 1: Decomposition of trends in S10 into the contributions of changes in age-specific
mortality rates, Sweden, 1880-2004.

Male Female
Age 1880-84 1920-24 1960-64 1880-84 1920-24 1960-64

group to to to to to to
1920-24 1960-64 2000-04 1920-24 1960-64 2000-04

10-29 -1.39 -3.87 -0.77 -1.45 -4.53 -0.56
30-49 -0.48 -1.57 -0.74 -0.48 -2.21 -0.8
50-69 0.44 -0.1 -0.45 0.28 -0.39 -0.67
70+ 0.58 0.21 1.1 0.39 0.51 1.52
Total -0.85 -5.33 -0.86 -1.27 -6.62 -0.51
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Figure 1: Trends in a variety of measures of mortality compression, France.

19



0 50 100 150 200 250 300

8
10

12
14

Time

Y
ea
rs

S0

IQR

e†

SDM

SD(M+)

C50

Figure 2: Trends in measures of mortality compression observed under the Gompertz
mortality change model, mx = eα+βx−ρt, with α = −10.5, β = 0.11, and ρ = 0.01. These
initial conditions correspond to those found in [Canudas-Romo, 2008].
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29


	Current understanding of shifting mortality
	Analytical understanding of shifting mortality
	Do proportional changes in mortality that are fixed across age result in shifting mortality?
	Further examination of the relationship between age pattern of mortality change and variability of age at death
	Sensitivity of S10 and e to change in mortality
	Decomposition of temporal trends in measures of variability of age at death
	Conclusion
	Decomposition method

